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ABSTRACT:  
This research paper offers a succinct explanation of storage networking and its prerequisites. Fibre Channel (FC) SAN and 
Internet Protocol (IP) SAN are two kinds of Storage Area Networks (SAN). We explore the IP SAN and FC SAN in this 
paper as well as how they compare to one another. 
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I. INTRODUCTION 
Storage Area Network (SAN), as defined by the 

Storage Networking Industry Association, is primarily used to 
transport data between computer systems (SNIA). A network 
called a storage area network gives users access to connect two 
networks together. Because the Storage Area Network (SAN) 
has a management layer, which creates a link between the 
storage component and computer system, the data transfer is safe 
and reliable. The servers and storage devices are connected by a 
fast network called SAN. Beyond networks, one-to-one 
connections are possible with SAN. There are two different 
kinds of SANs: IP SAN and FC SAN. 

Block-level data is sent over the network utilizing the 
Internet Small Computer System Interface (IP SAN) for Storage 
Area Networks (iSCSI). 

A networking technique called Fiber Channel (FC) SAN 
is intended to facilitate extremely fast data transfer between 
computer systems and storage devices. 

The only other choice for networked storage up to this 
point was the expensive, high-speed Fibre Channel SAN. Fibre 
Channel SAN provides a better throughput than IP SAN, 
although in some common scenarios, dedicated IP SANs with an 
iSCSI interface are a good alternative. 

 

II. LITERATURE REVIEW 

A. IP SAN: 
The Internet Protocol, often known as IP SAN, is the most 

widely used type of worldwide telecommunications storage. 
This technology is easy to understand and utilise. IP technology 
is inexpensive. Many storage settings employ iSCSI, which is 
one of the practical and economical options in the IP SAN. For 
high-performance data storage, Direct Attached Storage (DAS) 
or a Fibre Channel (FC) Storage Area Network are required. As 
compared to Direct Attached Storage (DAS) or Fibre Channel 
Storage Area Network, IP Storage is now seen as being very 
cost-effective, simpler to operate, and less complicated (FC- 

SAN). 
 

 
Instead of using the standard IP Network, IP SAN uses the 

Internet Small Computer System Interface (iSCSI) to transport 
the conventional high performance "block-level" storage data. 
Because IP Network Storage sought to provide centralized 
administration and control, remote mirroring, remote backup, 
and related applications are frequently found there.  

These applications have no distance restrictions on IP 
networks. With IP Storage, maintaining numerous DAS systems 
in operation is simple and only requires a little amount of 
administration work. 

Due to the rapid market acceptance of IP Network storage 
and the rising application obstacles, implementation and 
management storage are being abandoned. Intranasal technology 
was employed by IP Network storage to solve this issue. Many 
more applications use the Intransa IP Storage solution to benefit 
from the super high performance this technology offers. More 
than RAID secured storage, the Intransa IP Network storage 
solutions start at 3.75 terabytes (TB) and increase to 1000TB. 

 
Merits: 

IP-based storage is developing swiftly and is anticipated 
to provide advantages based on increases in throughput rates to 
fully interoperate storage components. SANs employed Gigabit 
Ethernet and other common IP networks for IP-based storage. A 
prominent recommendation for many IT groups is the use of 
Ethernet to build a SAN. Ethernet-based LANs have a strong 
industry standard. Most companies nowadays use IP and 
Ethernet networks, which is one of the benefits of IP-based 
storage networking. As a result, management and connectivity 
expenses for labor and equipment will be lower. 

As Ethernet speeds expand more quickly than Fibre 
Channel speeds do, overall performance is enhanced. There are 
no distance restrictions for SAN, LAN, or WAN communication 
using IP. Due to recent connection developments, IP-based 
storage offers the door for recovery and remote backup over long 
distances. Fibre Channel and IP switches also alleviate 
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interoperability problems and enhance WAN 
communication. There are no distance restrictions with a Fibre 
Channel SAN because it uses IP for LAN, MAN, and WAN 
communication. 

B. FC SAN: 
Storage Area Network (SAN) solutions are based on 

essential designs like fibre channel. Data may be sent through 
Fibre Channel at incredibly fast rates. Data is sent at 16 Gbps 
and higher via recently developed systems. Most technical 
groups, dealers, and industry-wide standards bodies are 
accredited by Fibre Channel Standard. Fibre Channel 
architecture solutions on the market benefit from high speeds 
and excellent availability. Traffic including Intelligent 
Peripheral Interference (IPI) traffic, Fibre Channel Connection 
(FICON) traffic, Internet Protocol (IP) traffic, and Fibre Channel 
Protocol (FCP) SCSI traffic are all carried via a fibre channel 
network. 

Traffic is also transported through Fibre Channel for the 
other protocols. The Fibre Channel Architecture is utilized by 
both FICON and FCP to carry traffic. With z/OS, the FICON 
protocol is utilized, and it will eventually substitute out the 
whole Enterprise System Connection (ESCON) Environment. 
Fiber Channel is a well-known and well-managed technology, 
with several companies producing FC segments for SANs. 

 
Merits: 

The Fibre Channel Network is a multi-layered network 
that is based on a series of American National Standard Institute 
(ANSI) standards. Its features and functions for data 
transmission over the network are defined by these standards. It 
contains the translations of many physical interfaces, such as 
cable lengths, signal strength, and distances. Data encoding and 
link controls, Shared Services, Data Delivery Regarding Frames, 
Protocol Interfaces, and Flow Control and Service Classes. 

Useful in SANs with large IT User Bases. Framing, 
effectiveness, data communication, latency, routing control, and 
access control are all parts of communication and data overhead. 
Failure, Redundancy, and Availability. Topologies, speed, 
performance, distance, node connectivity, and cost are all 
flexible and scalable. 

 
A. COMPARISION BETWEEN IP SAN AND FC SAN: 

 
1) COST: 

The iSCSI runs over the SCSI on a TCP/IP network. The 
deployment of such technology is made easier by extensive 
knowledge of and experience with IP networks. The common 
list price for the following components shows the cost variations 
between the IP SAN and Fibre Channel SAN topologies. The 
overall cost of the HBA, Switch, and drivers is covered in this 
table; it is a crucial factor. 

 
NO. Fibre Channel list 

price of tested 
IP SAN list price of 
tested 

1 $1000 for the HBA 
(Host Bus Adaptor) 

$400 for the HBA 
(Host Bus Adaptor) 

2 $1000  for   the  switch 
(per port) 

$70-$250 for the 
switch (per port) 

3 Drivers  included   with 
HBA 

Drivers free for 
Windows, NetApp 
and Linux 

4 N/A for Network 
Interface Card (NIC) 

$50-$100 for Network 
Interface Card (NIC) 

5 Overall cost $2000 Overall cost $520- 
$750 

Table 1. Comparison on basis of cost 
Above all components considering the lowest price range, 

the overall cost of iSCSI components is lower than that of Fibre 
Channel components. Fibre Channel is a higher-performance 
technology, but it is more costly, difficult to use, and demands 
special Fibre Channel knowledge. 

 
2) PERFORMANCE: 

According to a previous study done by other researchers, 
Microsoft's MS-Exchange server is a more capable tool for 
email, basic office correspondence, and work group planning. 
During the benchmarking test, a 20 GB database was made to 
represent the various mailboxes. It runs on a wide variety of tools 
and is mainly used as a component of both large and little hard 
work. The host was a server with four 7200 rpm ATA disc drives 
and a Pentium® Intel® four dual-processor (2 x 2.0 GHz) CPU. 

The database was backed up for the Spectra Logic Spectra 
20K sellotape library. Here, IP SAN and Fibre Channel SAN 
performance experiments were conducted using four Sony AIT-
3 tape drives to see how each setup would balance and to identify 
any bottlenecks. 

 

NO. Fibre Channel 
Performance 

IP SAN 
performance 

1 DB Size is 20 GB DB Size is 20 GB 

2 Server 
performance- 2 x 
2.0 GHz Pentium 

four, 7200 rpm 
ATA Disk Drives 

Server performance- 
2 x 2.0 GHz 

Pentium four, 7200 
rpm ATA Disk 

Drives 

3 RDBMS 
performance- MS- 
Exchange server 

2000 

RDBMS 
performance- MS- 
Exchange server 

2000 

4 (HBA) Host Bus 
Adaptor 

performance- 
Qlogic QLA-2200 

(FC) 

(HBA) Host Bus 
Adaptor 

performance- Intel 
PRO/1000 T IP 

(iSCSI) 

5 Switch 
performance- 

Brocade Silkworm 
3200, version 3.02 

Switch performance- 
extreme summit 5i 

IP switch 
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6 Backup Hardware- 
four AIT-3 Tape 

drives (1 GB Fibre 
Channel, using G1 
F-QIP), spectra 20 

K 

Backup Hardware- 
four AIT-3 Tape 

drives (1000 Base-T 
Ethernet, using G2 

E-QIP), spectra 20 K 

7 Backup Software- 
Veritas Backup 

Exec, version 9.0 

Backup Software- 
Veritas Backup 

Exec, version 9.0 

Table 2. Comparison on basis of performance 
 

III. CONCLUSIONS 
Storage networks are a logical complement to IP 

networks. IP-based storage networks will therefore be more 
prevalent and predictable than alternative technologies like Fibre 
Channel. 

By aggregating storage, IP SAN can offer all the 
advantages of a more expensive FC SAN, including higher 
utilization, infinite scalability, offloading of storage traffic from 
the LAN, capacity consolidation across storage devices on the 
subnet, local or remote disaster recovery, snapshots, disk-to-disk 
backup, and failure. FC SANs, which are quite expensive, 
provide improved performance. IP SA Ns provide much lower 
performance at a lower price. IP SAN is becoming more and 
more popular when comparing price and performance. 

Yet, IP SANs may have the same advantages as a Fibre 
Channel SAN without the expense, infrastructure difficulty, or 
distance restrictions. IP SANs would eventually replace Fibre 
Channel SAN; it was just a matter of time. 
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