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Abstract—Spam emails have become a huge problem on the 

internet today. These unsolicited emails are sent by spammers 

across the world with different motives such as increasing the 

network traffic, phishing attacks, spreading viruses, and so on. 

The computer networks face adverse effects on the memory 

space of email servers, communication bandwidth, CPU power, 

and user time due to huge amounts of spam mails flooding the . 

This paper discusses a few of the most popular machine 

learning approaches such as Naive Bayes, Random Forest, 

Support Vector Machine and Deep learning algorithms like the 

Multiple Layer Perceptron, and the Recurrent Neural 

Networks that can be deployed to build a spam classification 

model and compares the working of these approaches using 

various performance measures. Apache’s spam assassin 

dataset is taken and processed and it has been found that the 

SVM algorithm in the machine learning domain and the MLP 

in the Deep learning domain perform the best. 

 
Keywords—Spam, Ham, SVM, Random Forest, Naive Bayes, 

MLP, RNN, Pre-processing, Training, Testing, Accuracy 

metrics 

I. INTRODUCTION 

Emails and SMS modes of communication have become a 

very integral part of most people’s everyday life. However, 

this has also resulted in the accretion of spam emails. Spam 

emails unnecessarily clutter the inbox which leads to 

wastage of storage, network bandwidth and is useless to the 

receiver. They can also be very distracting and may be a 

hindrance, making it very difficult to focus on the important 

mails. Humans learn to identify if a mail is a ham or spam 

based on their previous experiences with such mail, but can 

a machine be automated to do the same? This is where the 

role of spam classification systems comes into play. These 

spam detection techniques are very popular these days as 

they help in identifying these unwanted or sometimes even 

malicious mails from reaching the inbox.  

This research paper documents a comprehensive analysis 

of various machine learning and deep learning techniques 

used for the classification of spam emails and provides a 

clear-cut comparison between all the models. The models 

used are the Naive Bayes, Random Forest, Support Vector 

Machine, Multiple Layer Perceptron, and the Recurrent 

Neural Networks. 

II. RELATED WORK 

   Due to the risk factor involved in the classification of 

spam emails manually, gradually many automated 

techniques have been accomplished to identify these emails. 

Many spam classification models using machine learning 

algorithms are designed for the purpose of checking whether 

a mail is spam or non-spam, and if it is spam, prevent them 

from reaching the inbox. Many research works have been 

taken up to find the best classification algorithm, but it is 

also dependent on the data fed. The five algorithms we have 

used are Naive Bayes, Random Forest, and Support Vector  

 

Machine from Machine Learning and Multi-Layer 

Perceptron and RNN from Deep Learning. To differentiate 

the performances of these algorithms, many accuracy 

measures have been used and based on their performance, 

the algorithms are given grades. The performance metrics 

included are accuracy, recall, precision, and F-score. Spam 

Classifiers are modeled and evaluated on publicly available 

datasets. The datasets for all the models are taken from the 

assassin corpus site. In this paper, a thesaurus of some of the 

machine learning approaches to Spam filters is presented, 

where a quantitative analysis of the use of feature selection 

also known as variable selection algorithms was conducted 

on the dataset. 

III. METHODOLOGY 

Fig.1 Model Schema 

A. Pre Processing 

Dataset 

The dataset is obtained from Apache’s SpamAssassin 

public mail corpus.[6] It contains a collection of 5799 ham 
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and spam messages with a 33% spam ratio suitable for 

training and testing spam classification models.  

 
  Fig.2 Pie Chart Spam-Legit mail 

 

 .  Data cleaning 

The dataset is checked for any missing or anomalous 

entry and is removed. 

b. Natural Language Processing 

The emails are deciphered to a suitable form that can be 

fed into the models using NLP.[7] 

● The words in each email are converted to lower 

case. 

● The email body is tokenized i.e. the sentences in 

the emails are split into smaller units such as words 

known as tokens. 

● The stop words like ‘as’, ‘the’, ’is’, ‘a’, etc. are 

eliminated. 

● The HTML tags in the email are removed. 

● The words are replaced by their root or base form, 

meaning the words are stemmed. 

● The punctuations are removed. 

c. Word Embedding 

Some words often come in pairs, like good and bad or 

pros and cons. So the co-occurrence of words in a corpus 

can teach us something about their meaning. Word 

Embedding is the approach of finding this co-occurrence of 

words. 

This approach represents words in a way that captures 

their meanings, semantic relationships, and the contexts they 

are used in. 

Various word embedding techniques such as the 

CountVectorizer, TF-IDF, and Glove embedding are used 

for each of the models. 

CountVectorizer - This technique converts each word 

into a vector depending on the frequency of each word in the 

dataset. It creates a matrix where each unique word is stored 

as a vector in the form of columns and the emails in the 

dataset are represented by rows. The value in each cell of a 

row is the frequency of each word in the email body. 

TF-IDF - TF-IDF resizes the frequency of the common 

words based on, how frequently they appear in a given 

dataset so that the scores for words like “at”, “in”, that are 

frequent across all other mails in the dataset are penalized, 

for which it uses the concept of Term-frequency- Inverse 

document frequency, abbreviated as TF-IDF.[9] 

Glove Embedding - Glove is a word embedding method. 

The approach behind it is that a certain word generally co-

occurs more often with one word than another. The word hot 

is more likely to occur alongside the word fire for 

instance.[8] 

B. Training 

The data is trained using Machine Learning models 

SVM, Random Forest, and Naive Bayes and Deep Learning 

models such as MLP and RNN. An in-depth study of each 

model is performed in the further sections. 

C. Testing 

The confusion matrix is employed to classify the results, 

which consists of four parts: true positives, false positives, 

true negatives, and false negatives. Accuracy metrics such 

as Recall, Precision, and F-score are used for measuring the 

performance of the different models used for comparison. 

 

IV. PERFORMANCE MEASURES 

A. Accuracy : 

This tells how correctly the classification is performed. It 

is calculated by:

 

B. Recall Score : 

This is also known as sensitivity. It is a measure of the 

quantity of how many spam emails are identified vs how 

many emails were missed. It is calculated by: 

 

1. C.   Precision Score : 

 It gives the measure of how precise the classification is. 

It is given by using the formula: 
 

 

D.  F-Score : 

This is also known as F1-score. An inverse relationship 

exists between the precision score and the recall score, but 

to obtain maximum values for both the metrics we need to 

blend both of them to get a maximum score, that’s where F-

score comes into the picture. To obtain a balanced classifier 

we need to maximize the F-score. It is calculated by: 
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V. MACHINE LEARNING MODELS 

A branch in artificial intelligence which utilises statistical 

models to learn from examples is Machine Learning. The 

examples are called data and the computer learns from data. 

Output is the number of categories called classes. Machine 
learning is about creating statistical programs called models 

and a lot of data is given to training those models. To 

develop a model it goes through a series of 

steps,i.e gathering data, pre-processing, exploring and 

visualizing, training, and testing the algorithm. This section 

deals with the comparison between the different models 

such as Naive Bayes, Random Forest, and Support Vector 

Machine. 

A. Naive Bayes 

 

One of the simplest supervised algorithms is the Naive 

Bayes algorithm which is based on the Bayes theorem.[14] 

It includes probability concepts such as joint probability, 

conditional probability. 
Naive Bayes classifier assumes each class of a particular 

feature is independent of other features.  
The probability of each token or individual word is 

calculated by : 

 
In this, probability of each token is calculated using the 

Bayes theorem and finally, the joint probability is applied to 

them.[2] If the outcome’s probability of spam is more than 

non-spam then the mail is classified as spam or else non - 

spam. For training, the pre-built Naive Bayes classifier from 

the Scikit-learn is used to train the dataset. The component 

count vectorizer is used to generate the vocabulary, very 

quickly and efficiently. The final result is depicted through 

the confusion matrix. 
 

 

Fig.3 Naive Bayes Confusion matrix 

 

B. Random Forest 

 

Random forest, a supervised learning algorithm, is used for 

both regression and classification. A forest is composed of 

trees, in the same way the random forest algorithm is 

composed of decision tree.[15]To create these decision 

trees, data samples are selected randomly and a prediction 

from each tree is obtained, and the best solution is selected 

through voting. An attribute selection indicator such as the 

Gini index is applied to each attribute to generate individual 

decision trees, where each tree depends on an individual 

random sample. In a classification problem, each tree votes, 

and the best solution is declared as the final result.  

   
Model Description 

 

The method used to generate the features, for training the 

model is TF-IDF vectorizer . For training, the pre-built 

Random Forest model from the Scikit-learn is used to train 

our dataset. The number of decision trees in the forest is the 

n_estimators, a parameter and is given a value of 32. The 

final result is depicted through the confusion matrix. 

 



 
               ISSN (ONLINE): 2454-9762 

ISSN (PRINT): 2454-9762                      
                                                                                                                         Available online at www.ijarmate.com  

                         
                              
                                       International Journal of Advanced Research in Management, Architecture, Technology and   
                                       Engineering (IJARMATE) 
                                       Vol. 7, Issue 7, July 2021 

 

                                                                  All Rights Reserved © 2021 IJARMATE  
 14 

 

Fig.4 RF Confusion matrix 

C. Support Vector machine 

  
Support Vector Machine is very simple and highly accurate 

when compared to decision tree classifiers. It is best 

recognized for its kernel trick to manipulate the nonlinear 

input spaces. SVM classifier is also known as the 

discriminative classifier as the hyperplane is used to classify 

and separate the data points[1].To separate or classify the 

dataset into classes we use the concept of Maximum 

Marginal Hyperplane(MMH).[16] 
SVM searches for the best classes and chooses the 

hyperplane with minimum classification error. 
For non-linear planes, the SVM algorithm uses kernel trick 

to transform a lower dimensional input data space into the 

required higher dimensional data space, where it is 

transforming the non-separable problem to separable 

problems by adding more dimension to it. This helps to 

build accurate classifiers. 
 

Model Description 
 

The TF - IDF and Count vectorizer are used to generate the 

features employed  for training the model. It has been 

observed that the accuracy is significantly higher when the 

TF-IDF approach is used as compared to Count 

Vectorisation. For training, the pre-built Support Vector 

Machine model from the Scikit-learn is used to train our 

dataset. The parameter, kernel which is used in the 

implementation is set to the sigmoid kernel. 
The sigmoid kernel is given by the equation  
k(x,y) = tanh(�*xTy + c), where � is the slope and c is 

intercept constant.[17] 
The kernel coefficient for sigmoid is gamma and given set 

to the float value of 1.0 
The final result is depicted through the confusion matrix. 

 

 
Fig. 5 SVM(CountVec) Confusion matrix 

 

Fig. 6 SVM(TF-IDF) Confusion matrix 
 

VI. DEEP LEARNING MODELS 

 

The birth of Deep Learning comes from the inquisitive 

thought of making computers think like humans and 

perform actions without having to explicitly specify what 

has to be done in a particular situation. This inspired the  

development of a model based on biological neurons. Inputs 

are taken by each neuron, weighed separately, summed up, 

and passed into a nonlinear function to produce output. Any 

machine-learning problem that requires classification can be 

solved using Neural Networks. Due to their efficacy, they 

are emerging as a major field within machine learning. What 

takes deep learning up another notch is its ability to detect 

input features from data ie. recognize patterns in input and 

make intelligent decisions on its own. This section 

demonstrates the pros and cons of using a deep learning 

model for spam classification. 
 

 . Multilayer perceptron 

 

The Multilayer perceptron model is primarily composed of: 

Input Unit: Here the input data is fed into the model.  
Output Unit: Here the calculated output is channeled outside 

the network. 
Hidden Unit: Here the data is accepted and signals are 

transmitted within the network with the help of activation 

function, weights, and bias. The input for each perceptron 

layer is the output of the previous perceptron layer.[4] 

 
Fig.7 MLP Structure 
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● Each neuron in a neural network will be activated 

based on a mathematical formula called the 

activation function. 

● The activation function determines how strong the 

neuron will fire through trial and error. 

● The neural network generates input features from 

input data. It can solve both linear and non-linear 

problems. 

● The more the combination of input features, the 

deeper ie. the more the layers involved in the 

model, and more complex features are generated at 

each level. 

● It makes a prediction and adjusts its parameters 

based on how far off the prediction was. It adjusts 

weights between neurons. 

● The process through which error gets sent back 

down through the network so that each node can 

adjust its weight is called backpropagation. 

 
 Model Description 

 

TF-IDF will be used to generate the features employed for 

training the model. 
  
Algorithm: 
 

● First layer L1 layer with Relu activation 

● Second layer L2 layer with Relu activation 

● Output Layer with Sigmoid activation 

● Regularization: L1, L2 uses a dropout with 

probability 0.5 to prevent overfitting. 

● Loss Function used is Binary cross-entropy 

● Optimizer used is Adam Optimizer 

The final result is depicted through the confusion matrix. 
 

 

Fig.8 MLP Confusion matrix 
 

 

B. Recurrent Neural Networks 

 

In a multiple layer perceptron model, each one of the hidden 

layers has its own weights and bias. So each of these layers 

behaves independently. To combine the hidden layers, the 

same weights and biases are rolled together in a single 

recurrent layer. This forms the rudimentary Recurrent 

Neural Networks model. 
A recurrent neuron combines current input with the stored 

state of previous input and hence maintains the relationship 

between the current input and previous inputs.  
RNNs are mainly used for NLP sequence modeling 

problems i.e., where the sequence of input data is important. 

This approach may help in the classification of spam and 

ham messages as the relationship between the words in the 

sentences of each mail is taken into consideration, based on 

which the output is predicted. [11] 

 

 

 
Fig.9 RNN Structure 

 

 

● Single time step of input is supplied to the network. 

Here, ‘time step’ refers to each successive input 

that is fed to the model. 

● The current input and previous input is combined 

and the current state is calculated. 

● The number of time steps depends on the problem 

and in each step information is combined from the 

previous states. 

● The current state that is obtained finally is used to 

calculate the output once time steps are completed. 

● The error is generated after it is compared with the 

actual output. 

● The weights are updated and the network is trained 

based on error that is back propagated through the 

network. 

● The sum of errors at each time step gives the total 

error. 

● One limitation is the vanishing gradient problem 

due to the short memory of RNN. To overcome this 

LSTM and GRU (specialized RNNs) are added to 

the network. 

 
 Model Description 
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Glove embedding is used to generate the features for 

training the models. 
 

Algorithm: 

● Embedding layer using Glove embedding matrix 

● LSTM layer with dropout=0.2 

● 2 Fully-Connected output neurons with softmax 

activation 

● Regularization: Dropout with a probability of 0.3 

● Loss Function used is Categorical cross-entropy 

● Optimizer used isAdam Optimizer 

The final result is depicted through the confusion matrix. 

 

Fig.10 RNN Confusion matrix 

VII.    RESULT ANALYSIS 

 

Model Precisi

on 
Recall F1 Sampl

es 
Traini

ng 

time 

SVM(CountVec) 56% 57% 57% 1739 10.2s 

SVM (TF-IDF) 98% 98% 98% 1739 5.91s 

Random Forest 97% 97% 97% 1739 2.11s 

Naive Bayes 99.39

% 
83.17

% 
90.55

% 
1739 30�s 

MLP 99% 98.73

% 
98.95

% 
1739 10.9s 

RNN 97.16

% 
99.55

% 
98.19

% 
1739 3min 

52s 

B. TABLE I: RESULTS TABLE 

 

The observations drawn from the results: 
 

● SVM using TF-IDF performs the best among the 

Machine Learning algorithms[3], it is closely tied 

with the Random Forest algorithm. 

● SVM using CountVectorizer shows a very low 

accuracy rate. 

● Naive Bayes shows a precision score of 99% but a 

rather poor recall score showing it finds it difficult 

to classify the spam emails correctly but does a 

good job identifying the ham mails. 

● Naive Bayes takes a significantly lesser amount of 

time as compared to other algorithms. 

● In Deep Learning algorithms, MLP and RNN both 

show good results. 

● RNN consumes the most time. 

VIII. CONCLUSION 

The Deep Learning Models have the capability of 

generating the input features on their own, which saves a 

considerable amount of time and work. This may also be a 

disadvantage if there is a requirement to know exactly, on 

what basis the input features are selected, deep learning is 

like a “Black box” approach where a lot of computations 

happen inside the network and the features are magically 

spit out. Hence, this is not a tractable model. The MLP 

shows an impressive accuracy rate and is simple to construct 

as compared to RNN. RNN is rather superfluous for spam 

classification, it also consumes more time for training the 

model. 
On the other hand, Machine Learning algorithms are 

computationally efficient and inexpensive as they do not 

require a high GPU. But the input features have to be 

generated manually to be fed into the model. Among all 

algorithms, Naive Bayes is considered the gold standard for 

spam classification because of its ease of implementation 

and its short training period, but this study shows SVM and 

Random Forest also perform well, in fact, better than the 

Naive Bayes Model. 
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