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ABSTRACT CHAPTER - 1
INTRODUCTION
Email is the worldwide use of

communication application. It is 1.1 BACKGROUND

because of the ease of use and faster

than other communication .
Today, spam has become a big

application. However, its inability to ) )
PP y internet issues. Recent 2017, the

detect whether the mail content is .
statistic shown spam accounted for

either spam or ham degrade its 55% of all e-mail messages, same as

performance. Nowadays, lot of cases ) )
during the previous year. Spam

have been reported regarding stealin L ..
p & & g which is also known as unsolicited

of personal information or phishing bulk email has led to the increasing

activities via email from the user. . . :
use of email as email provides the

This project  will - discuss how perfect ways to send the unwanted

machine learning help in spam . .
advertisement or junk newsgroup

detection. Machine learning is an : :
£ posting at no cost for the sender. This

artificial intelligence application that :
& PP chances has been extensively

provides the ability to automatically exploited by irresponsible

learn and improve data without being o .
organizations and resulting to clutter

explicitly  programmed.  Binary the mail boxes of millions of people

classifier will be used to classify the all around the world.

text into two different categories;

spam and ham. The algorithm will Evolving from a minor to major

: i he high offensi
predict the score more accurately. concern, given the high ollensive
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content of messages, spam is a waste
of time. It also consumed a lot of
storage space and communication
bandwidth. End user is at risk of
deleting legitimate mail by mistake.
Moreover, spam also impacted the
economical which led some countries
to adopt legislation. Text
classification is used to determine the
path of incoming mail/message either
into inbox or straight to spam folder.
It is the process of assigning
categories to text according to its
content. It is used to organized,
structures and categorize text. It can
either

be done manually or

automatically. Machine learning
automatically classifies the text in a
much faster way than manual
technique. Machine learning uses
pre-labelled text to learn the different
associations between pieces of text
and it output. It used feature
extraction to transform each text to
numerical representation in form of
vector  which  represents the
frequency of word in predefined

dictionary.

Text classification is important in the
context of structuring the
unstructured and messy nature of text
such as documents and spam
messages in a cost-effective way. A
Machine learning platform has
capabilities to improve the accuracy
of predictions. With regard to Big
Data, a Machine Learning platform
has abilities to speed up analysing of
gigantic data. It 1is important
especially to a company to analyse
text data, help inform business
decisions and even  automate
business processes. For example, text
classification is used in classifying
short texts such as tweets or
headlines. It can be used in larger
documents such as media articles. It
also can be applied to social media
monitoring, brand monitoring and

etc.

In this project, a machine learning
technique is used to detect the spam
message of a mail. Machine learning
is where computers can learn to do
something without the need to

explicitly program them for the task.
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It uses data and produce a program to
perform a task such as classification.
Compared to knowledge

engineering,  machine  learning
techniques require messages that
have  been

classified. The

successfully  pre-
pre-classified
messages make the training dataset
which will be used to fit the learning
algorithm to the model in machine

learning studio.

A specific algorithm is used to learn
the classification rules from these
messages. Those algorithms are used
for classification of objects of
different classes. The algorithms are
provided with input and output data
and have a self-learning program to
solve the given task. Searching for
the best algorithm and model can be
time consuming. The two-class
classifier is best used to classify the
type of message either spam or ham.
This algorithm is used to predict the
probability and classification of data

outcome.

1.2 PROBLEM STATEMENT

A tight competition between
filtering method and spammers is
going on per day, as spammers began
to use tricky methods to overcome
the spam filters like using random
sender addresses or append random
characters at the beginning or end of
mails subject line. There is a lack of
machine learning focuses on the
model development that can predict

the activity.

Spam is a waste of time to the user
since they have to sort the unwanted
junk mail and it consumed storage
space and communication
bandwidth. Rules in other existing
must be constantly updated and
maintained make it more burden to
some user and it is hard to manually

compare the accuracy of classified

data.
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1.3 OBJECTIVES

There are four objectives that

need to be achieved in this project:

i. To study on how to
use machine learning

techniques for spam
detection.

ii. To modify machine
learning algorithm in computer
system  settings.

iii. To leverage

modified machine learning

algorithm in knowledge
analysis software.

iv. To test the machine
learning algorithm real data
from machine

learning data repository

1.4 PROJECT SCOPE AND
LIMITATION OF WORK

1.4.1 PROJECT SCOPE

This project needs a coordinated

scope of work. These scopes will

ISSN (ONLINE): 2454-9762
ISSN (PRINT): 2454-9762
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help to focus on this

project.
The scopes are:

1. Modified
existing
machine
learning
algorithm.

1i. Make use and
classify of a
data set
including data
preparation,
classification
and
visualization.

iii.  Score of data to
determine the
accuracy of

spam detection

1.4.2 LIMITATION OF
WORK

The limitation of this project are:

1. This project can only

detect and calculate the
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accuracy of spam previous researches and projects. It is
messages only not about information gathering but it

ii. It focus on filtering, summarizes the prior research that
analysing and classifying the related to this project. It involves the
messages. process of searching, reading,

iii. Do not block the analysing, summarising and
messages. evaluating the reading materials

based on the project. Literature
1.5 SUMMARY reviews on machine learning topic

Chapter one of this thesis discusses have shown that most spam filtering

the project’s background, problem and detection techniques need to be

statement, objectives and project’s trained and updated from time to

scope and limitation of work. From time. Rules also need to be set for

all of these, I can conclude that this spam filtering to start working. So

project detect the spam messages by eventually it become burdensome to

using text classification. the user.
2.2 MACHINE LEARNING
CHAPTER -2 In this project, existing machine
learning algorithm is used and
LITERATURE REVIEW modified to fit the need of project.
The reasons are because machine
2.1 INTRODUCTION learning algorithm is adept at

reviewing larges volume of data. It is

. . typically improves over time because
This chapter discusses about the

) ) ) of the ever-increasing data that are
literature review for machine

: - , ) processed. It gives the algorithm
learning classifier that being used in

more experience and be used to make

better predictions. Machine learning
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allows for instantaneous adaption
without human intervention. It
identifies new threats and trends and
implements the appropriate
measures. It is also save time as it is

it automated nature.

2.3 SPAM DETECTION

In theory, spam detection can be
implemented at any location and
multiple stages of process can occur
at the same time shows the spam

detection process.

Tramning

text, : Feature
documents vectors
and etc.

Labels —

New text,
document, — iy’

etc.

Feature vectors

Machine
Learning
Algorithm

Expected

Figure 2.3 Spam detection flow
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2.4 RELATED WORK

Most research has been conducted
into detecting and filtering spam
email using a variety of techniques.
Thiago S. Guzella et. Al (2009) has
conducted “A Review of Machine
Learning Approaches to Spam
Filtering”. In their paper, they found
that Bayesian Filters that are used to
filter spam required a long training
period for it to learn before it can
completely well function. S. Ananthi
(2009) has conducted a research on

“Spam Filtering using K-NN™.

In this paper, she used KNN as it is
one of the simplest algorithm. An
object is classified by a majority vote
of its neighbours where the class is
typically small. Anjali Sharma et. Al
(2014) has conducted “A Survey on
Spam Detection Techniques™. In this
paper, they found that Artificial
Neural Network (ANN) must be
trained first to categorize emails into
spam or non-spam starting from the
particular data sets. Simon Tong and

Daphne Koller (2001) has conducted

a research on “Support Vector

Machine Active Learning with

Applications to Text Classification”.

In this paper, they presented new
algorithm for active learning with
SVM induction and transduction. It is
used to reduce version space as much
as it can at every query. They found
out that the existing dataset only
differ by one instance from the
original labelled data set.10 Minoru
Sasaki and Hiroyuki Shinnou (2005)
has conducted a research on “Spam
Detection Using Text Clustering”.
They used text clustering based on
vector space model to construct a
new spam detection technique. This
new spam detection model can find
spam more efficiently even with

various kinds of mail.

Aigars Mahinovs and Ashutosh
Tiwari (2007) has conducted a
research on “Text Classification
Method Review”. They test the
process of text classification using
different classifier which is natural
statistical

language  processing,

classification, functional
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classification and below shows the summary of

neural techniques used by other researchers
classification. They found that all the of spam detection and filtering based
classifier works well but need more on different books and journal.

improvement especially to the
feature preparation and classification
engine itself in order to optimize the

classification performance. Table 1

TITLE

TECHNIQUE

REMARK

Spam Filtering using

KNN

K nearest Neighbours

Computationally intensive,
especially when the size of the

training set grows

A review of machine
learning approaches

to spam filtering

Bayesian Filters

Require training period before it

starts working well

SVM Based spam | Support vector | Select the most useful example for
filter with Active and | machines labeling and add the labeled example
online learning to training set to retrain model

A survey on spam | Artificial Neural | Must be trained first to categorize
detection techniques | Network emails into spam or non spam

starting from the particular data sets

Ten spam filtering

methods  explained
learn how different
spam fighting

techniques work

Real time Black hole

List

Need to connect to the third party
system to authenticate senders IP

address




ISSN (ONLINE): 2454-9762
ISSN (PRINT): 2454-9762
Available online at www.ijarmate.com

International Journal of Advanced Research in Management, Architecture, Technology and Engineering
(IJARMATE)
IJARMATE Vol. 7, Issue 4, April 2021

Learning to classify | Text  classification | Gaps will highly affect its

text using support | using SVM completeness as a handbook in

vector machines
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methods, theory, and courses on machine learning for text
algorithms classification and NLP

Machine Learning in | Text categorization Text categorization is one of the
automated text excellent method used for checking
categorization whether a given learning technique

can scale up to large size of data

Text classification | Kernel based in SVM | Might be slower chunking for large
using string Kernels data set and the quality of
approximation and error

generalization is related

Support vector | Support vector | The modified existing data set will
machine active | machines only differ by one instance from the
learning with original labeled data set. Learning an
applications to text SVM can be forseen on the original
classification data set.

Table 2.1: Spam Filtering Techniques
However, machine learning 2.5 SUMMARY

technique is chosen to overcome the : . .
q This chapter discussed the technique

disadvantages of other methods. For and model used in the proposed

example, real-time black hole list project. The method and model are

techniques can enerate  false )
q & chosen based on the previous

ositive result while Bayesian filters : .
P y research articles and journals. Some

requires a training period before it .
q ep advantages and disadvantages of

starts working well. )
& each model are also discussed.
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CHAPTER 3 learning achieve the objectives of the
project.
METHODOLOGY

3.3 PROJECT REQUIREMENT

AND SPECIFICATION
3.1 INTRODUCTION

. . _ System requirement is needed
This chapter will explain the

. _ in order to accomplish the project
specific details on the methodology

_ ) ) goals and objectives and to assist in
being used in order to develop this

. _ _ development of the project that
project. Methodology is an important

. . _ involves the usage of hardware and

role as a guide for this project to
o ) software. Each of these requirements

make sure it is in the right path and

_ ) is related to each other to make sure
working as well as plan. There is

) ) that system can be done smoothly.
different type of methodology used in

order to do spam detection and
filtering. So, it is important to choose
the right and suitable methodology
thus it is necessary to understand the

application functionality itself.

3.2 IMPLEMENTATION AND
CODING PHASE

This project is developed by using
Python Language and combining
with the Vowpal Wabbit algorithm.
Azure machine learning studio are as
the platform to develop the project. It
contains important function for
preprocessing the dataset. Then, the
dataset is going to be used to train and
test either the model of the machine



ISSN (ONLINE): 2454-9762
ISSN (PRINT): 2454-9762
Available online at www.ijarmate.com

International Journal of Advanced Research in Management, Architecture, Technology and Engineering

(IJARMATE)

IJARMATE Vol 7, Issue 4, April 2021

3.3.1 HARDWARE

The usage of hardware is as below

No. HARDWARE | TYPE DESCRIPTION
Processor Intel Core 15, 7m
Gen
1. Laptop Acer Aspire E14
OS version: Windows 4 bit
RAM : 8 GB
2. Printer HP Deskjet 2135 Printing document
. Used to study on how to
Printed  paper
3. A4 implement this project from
work
past paper work

Table 3.1: Hardware used

3.3.2 SOFTWARE

The usage of software in this project

NO.

SOFTWARE

DESCRIPTION

Microsoft Azure

Machine learning platform
Deploy models

Run models in cloud

Google Chrome

Used to run web based system

Microsoft Word 2016 | Creating and editing report
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4 Microsoft Powerpoint | For presenting finding and result of the project
2016
Github Get datset

6. Kaggle Get dataset

7. UCI machine learning | Get dataset
repository

8. Snipping Tool Captures and screenshot images

0. WinZip Extract the data

10. Visual Studio Implement and deployment

Table 3.2: Software used

3.4 FRAMEWORK

3.4.1 DATA SOURCE
Collecting data is utterly difficult due
to numerous constraints for instances
the volume of data and the
throughput required for proper and
timely ingestion. The dataset that I’ve
used in this project is the real existing
data that can be downloaded from
machine learning data repository site.
There are three websites that I've
visit to get the dataset to be used in

this project.
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View ALL Data Sets

Figure 3.2. Data Set b

8 https://www.kaggle.com/datasets

labelled messages for training

Figure 3.3. Data Set ¢ and testing. The data first need
3.4.2 DATA SETS to be reformatted into .CSV by
A figure 3.4 shows the splitting them into training.csv

list of data set provided by and testing.csv files and header
each website. These dataset will be added to make it easier

might contain more than 1000 to use for further process.
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« Enron-Spam in raw form:
o ham messages:
= beck-s
= farmer-d
= kaminski-v
= kitchen-l
= lokay-m
= williams-w3
© spam messages:
= BG
= GP
SH

Figure 3.4: List of data set by Github

Index of /ml/machine-learning-databases/spambase

Name ast dified Size Description
4 Parent Directory <
@ spambase DOCUMENTATION 20-Aug-1999 11:21 63K
[P spambase data 20-Aug-1999 11:21 686K
;w; 20-Aug-1999 11:21 33K
ﬁ spambase zip 20-Aug-1999 11:21 123K

Apache2.2.13 (CentOS) Server at archive.ics.uci.edu Port 443

Figure 3.5: List of data set by UCI

o
P={{
0=

. spam messages

Dwais

{

Spam |dentification

lianglirong

P,
555

-y
[ St S

v
-

d

Spam Text Message Classification
Let’s Dattia with anno O spamime; it gala sCience.

Team Al

Figure 3.6: List of data set by
Kaggle
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3.4.3 PROCESS MODEL

Process model 1is a
series of steps, concise description
and decisions involved in order to
complete the project implementation.

In order to finish the project within

the time given, the flows of project
need to be followed. The framework
below shows how the overall flow of
this project in order to separate

between a spam and ham message.

C C @
-
— : — %—?
Use Azure Download real Preprocess the
machine learning data from machine data set
studio lea.rrujng data _f ting
repository -uploading
-normalizing
T D
Score of data to s - -
determine the : _ em—
accuracy of spam : ;
detection
/ Creation and Model training
setting up web -choosing classifier
service -scoring classifier
_r ' ;)

Figure 3.7: Process Framework

3.4.4 DATA MODEL

As for data model, it
refers to the documenting a complex
system and data flow between
different data elements and design as

an easily understood diagram using

text and symbol. The data flow below
shows how the data flow of these
project in order to detect the spam
messages and classify them into two
separate type which is spam and ham

message.
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f N
-

.

Iterate until dsta ready

data into
o5V

Scoring
classifier
E‘_\.

|

Cﬁ

it

[

Apply

preprocess

PR
~E- =
“_

Iterste until data ready | Data
Lmn‘n.

Figure 3.8: Data Model Flow

3.4.5 DESCRIPTION

The data model flow is
essential to this project to show the
structured of the project on how it
should be built and how the process
is related to each other. It helps to
make organize the process of project
smoothly and clearly. Based on the
framework, Azure ML Studio is used
as the platform to develop the project.
First, study and discovered all the

functionality on Azure ML to make

sure the project can achieve its
objectives. After that, make sure to
download and used the real existing
data set from machine learning data
repository as training and testing
data. Pre processing data start with
reformat the data set into 2 separate
files which 1is training.csv and
testing.csv format. Then, upload the
formatted data set into Azure ML
under data set function/menu and
drag them onto the workspace to
visualize the data. Choose any
desired filters to clean the raw data

such as “remove numbers” filter.
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In features extraction, we will web service is up, paste any message

transform the data so that it can be
used to train the classifier by using
Vowpal Wabbit algorithm. First, use
the feature hashing step to change the
message hashing bit size. This step is
important to extract all pairs of
bigrams, compute an 8 bit hash for
each bigram and create a new column

for each hast in the output data set.

Model training step include 2 steps
which is picking a classifier and
scoring the classifier. Two-Class
Logistic Regression is used to predict
the probability of spam detection
either it is spam or ham. After the
data have been trained, the model
needs to be tested to evaluate it
accuracy and over strain the model so
that it memorizes the data. Web
service is set up so that the model can
be used. First, select only message
column by using Select Columns in
Dataset step so that the data can be

tested in the web service. After the

into the form to classify the message.

The result that will be taken is the
type of classification either spam or
ham, the detection accuracy, and the
weight of ham and spam in a

message.

3.5 PROOF OF CONCEPTS

In this section, it will discuss
and shown the concept of project
throughout the deployment. The
small demonstration and exercise is
made to verify that the project’s
concepts have the potential for real
development later. It also will help to
determine whether this project is
actually viable.

a.Open and wuse Azure
machine learning studio as
platform.
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Your i MATE Eesearch Paper

experiment

iy OPERRTITY

WEATHNTES @ Rl a

0 items selecied

Figure 3.9: Azure
Machine Learning
Studio

b. Change the format of data
files into training and testing.

dalfu:atlmessage Ham
Spam <p>But could then once pomp to nor that glee gloriou

Spam <p=His honeyed and land vile are so and native from a| Ham
Spam <p>Tear womans his was by had tis her eremites the pl|Ham
Spam «p=The that and land. Cell shun blazon passion uncout)

Spam =p>Sing aught through partings things was sacred kney Ham
Spam =p>He den blazon would did prose to he deigned was Spam
Spam <p=In land monastic had sadness will. Found not migh Ham
Spam <p>Given to in now she. Were did moths mood days o
Spam =p>0ne unto hight lands sea st childe to this ever not Ham
Sparm <p=What in ever men honeyed dote. Then the aye wh Ham
Spam <p>But will aye alas mirthful begun said he suffice to f
Spam  <p:Day albions might thou prose or wha wrong and w{|SPam

<p>Bust by this expressing at stepped and.

<p>Again on quaff nothing. It explore stood
<p>Tell floor perched. Doubting curious of ¢
<p>Angels nameless caught thrilled mefille
<p>So his chaste my. Mote way fabled as of
<p>0f fantastic lenore soul my turning i tha
<p>Dirges on weary here theeby. Expressin
<p>Let on a visiter grew that above what me
<p>He aye nor lurked adversity sooth so his|

Figure c. Upload the formatted data
3.10: Spam and into datasets menu
Ham file.csv
datasets
MY DATASETE CARAPLER
NAME SUBNE | DESC_ DATA . CR_ SITE = p
fraincsy miersa. Ceper. 127170 A4 ME one
EILEhy  rierEa Carar 1211 . 022 Mo

Figure3.11: Formatted data in studio
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d. The uploaded datasets
will be used to start the pre-

process technique

o

‘ —_— —
e Saved Datasets
4 My Datasets

test.csv

train.csv

Figure 3.12: Dataset used for train e. Set parameter to messages

model and launch the column
selector
&, wn 0 Englsh .
* Hemove by par of speech
G e -'\;-I | Cafucted colurmm:

Calemnn names: Sessage

Launch oofumn sefecior
REmovs feg werds
Lemmalization
Dwinct santances

¢  foarmaiee cxs 1o lowercate

# Aeifices AUt

W Aemove specisl charscien
F o S e S B

f. The result of filtered

Figure 3.13: Setup parameters message
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2000 3

= T A

w0 =t
=

it

available and can be used to develop

Figure any kind of application. The right

3.14: Filtered methodology can help the project to
THESSages be done according to the specified
time. The activities in each phase in

g After the raw data has been the methodology are explained so

cleaned, the next step will be that it can be understood easily.
applied to the data and will be
used further in this project
until the expected results is

successfully achieved.

3.6 SUMMARY

Methodology is one of the most
important roles in system and
application development. There also
a lots of different software

development methodology that
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CHAPTER 4

IMPLEMENTATION AND
RESULT

4.1 INTRODUCTION

In this chapter, it will discuss
about the project implementation and
testing. Both implementation and
testing result are the last stage of the
project development.
Implementation is necessary to verify
that the project development of the
trained model meet the requirement.
Testing result is the process of
showing the final result of the testing

the testing that have been done to

ensure its functionality.

At this phase, it will show that the

machine learning model is well

functioning and to identify any
weaknesses to be improved later on.
So, this chapter will generally discuss
the implementation, deployment and

testing of the entire project after

being developed.
4.2 IMPLEMENTATION
All  the implementation

process of the spam detection by
using machine learning based binary

classifier project will be presented.

4.2.1 DEPLOYMENT

After spam detection ML model has
been trained, an API key will be
generated by the server in order to

deploy the web service.
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Figure 4.1: API
generated by ML studio

Server

Figure 4.2: InsertAPI
key into form in VS

Then, the API will be entered into
API key form from the VW
algorithm using

Visual Studio

Gt fpure WL AR Key

Plezsr enter your Azure AFTkey Eecause you can' use mne|

(A0 e e e LSRN e A BT T3y Y e H 1 2l MU=

Ok

After the API key has been confirmed
by server, the spam ML web service

will be shown as below.
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¥ Spam ML

Oz=sfy Azure Memsage  Score Anre Model  Score Word Model

Unclassified Claaséy

Word Search Classifier then created

Figure 4.3: Spam to test the accuracy of detection by

ML web service using VW algorithm which works by

dividing messages into bigrams.

Train( trainingFile)

bigrams =
hamCutover =
;[] trainingData =

cLabeleaMessa > MEs5aj

rainingData)

") || line.StartsWith(”Spam”))

e.Split(

Figure 4.4: Word
Search Classifier coding
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or spam classification type. It works

Message is divided into bigrams in as sequential groupings of two words.

order to classify them either into ham

bigrams.Add(word, mes

Then, the frequency of words

Figure 4.5: throughout the entire training set will

Messages divide into
bigrams

be counted as ham Cut over. This
cutover will be used to determine the

classification of messages.

hamCutover

Figure 4.6: The result of detection will be
Calculate cutover counted using the formula as below.
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1 elapsedTime)

4.2.2 INTERFACES

Figure 4.7: The interfaces for the
Scoring result

web service are as shown below. This
formula

interfaces will be used to test and

detect spam.

B Sparm ML

Clasaify Anme Message  Scom Azure Model  Score Word Model

Agan an quaf nothng | explore stood ushy reven ancent sat melancholy that of & i oer fowl name you word and. Maiden
fralm | briled back the cpened. Raven hear shaven and lamplight hestating me what sad them s sad whesied and no
</prapeWord imlo mefilad just inlo oul gertly the revesmens infle matow of is maiden L i lamplight buly my. And | perfumed
soon ey above adore, Seat infong | beguiing that or shall chamber iost and meant uthered chamber raven youhere and he
fhe . Agresing oried the a a nothing heart statied bleak said dewil disaster the to the scemwsomow | my upon tampber the |
scame jus! enireating seal leaie bird foor ahove beak shame af Fairdly laftice seraphim shave before the dreams daor
sure <> Take guoth agein be yore, No broken rapping songs before, Stil some what came sylabls, Wide token i
vainly. Toker sent fel the staied be said my the never lampest stood | | Omincus thers whispered & in bird bird fact o
jmast seeing. The the les

Unclassified Classify

trained in Azure studio. Score Azure

Figure 4.8: model will list down all the elements

Classify Azure
Message interface

that has been stated in calculation and
produce the detection accuracy based

on Azure model.
Figure below shows the interface for

scoring Azure model that has been
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Claasiy Azure Message Score Anre Model  Scone Word Model

Cich “begn' to
1) Sadect a labeied dataset ffe 10 scom the @ned model on
2) Selmct & location ba save the results

Figure 4.9: Score
Azure Model interface

Figure below shows the interface for
scoring word model that has executed

in visual studio. Score Azure model

will list down all the elements that
has been stated in calculation and
produce the detection accuracy based

on Azure model.

Classdly Asure Message  Score Anwe Model  Score Word Modad

This is & very basic word freguency clamifier

IChck: “begin™ o
11 Select a labated dataset fie to train on
2] Select & labeiad dataset fie to soore the trsined mods on

Figure 4.10:Score Word Modelinterface
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4.2.3 REPORT

From above, it shows
that after data and model has
been trained in Azure ML
studio it will be tested to check
whether it works properly.
Then, the API key that
generated by the server are
used to deploy the web service.
After that, we need to modify
the existing VW algorithm and
leverage the use of it to meet

this project objective.

4.3 TESTING

In this section, it will discuss

about the testing that has been made

in order to detect spam, classify data

and list down all the important
elements such as correct and wrong

words.

4.3.1 TYPES OF TESTING

A) Test with word
model

By using word model, classification
type will be determined by labelling
the messages into two types which is
spam and ham. The threshold of the
messages will be calculated and then
it will be compared with the cutover
to see either it falls below or above
the cutover value. If it falls below
then it will be classified as spam, and

if it falls above then it is ham.
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re(message ) hamCutover

GetScore( o message)

(bigrams.ContainskKe

+= bigrams

Figure 4.12: B) Test with Azure
Return classification model
type as ham or spam
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By using Azure model, Model will be trained using the
we will test the detection of parameters that have been
classification type to see states on chapter 3.

whether it works as needs.

VWour bateh job Rt Wil display her
 Help &'

MNate: We will enable CORS on your storage ascount to uplead this file

=
detection and to study any errors
Figure occurred throughout testing phase.
4.13: Testing

Azure model A) Azure ML Studio
First, enter any
4.3.2 TEST CASE messages downloaded from
In this section, message will be ML data repository into
tested by using both Azure ML studio message  box in  Spam
and Visual Studio. It is to compare Detection ML service from

the accuracy and efficiency of spam Azure studio.
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Enter data to predict

MESSAGE

Again on guaff nothing. it explore stood usby raven ai

v

The result of spam detection will be

Figure returned as shown in figure below.
4.14: Enter

From the messages that has been
trained data

tested, the returned result for is

classified as ham.

€ °'SPAM DETECTION ML test returned ["Ham"]...

Result: ("Results™{"dassification™["type™"table”, "value™{"ColumnNamies™:["Scored Labels"],"ColumnTypes™:["Stnng™], "Values":[["Ham"TI}}}}

the messages that will

Figure 4.15: be entered will be tested

Detection result

using the rules and class
returned as ham

as written using VW
algorithm. As shown

B) Visual Studio below, messages from

In VS, the spam ML data repository need
detection ML  web to be entered into the
service has been box provided. Then,
deployed before. By click on begin classify

using the web service, to start running the



ISSN (ONLINE): 2454-9762
ISSN (PRINT): 2454-9762
Available online at www.ijarmate.com

International Journal of Advanced Research in Management, Architecture, Technology and Engineering
(JARMATE)
IJARMATE Vol. 7, Issue 4, April 2021

coding.
Then,
classification type and

elapsed time will be

as ham and the elapsed
time is 5151ms which
can be considered

efficient as the

shown at the lower part processing time
of the web service decrease.
window. As seen, the

messages are classified

Classify Azure Message  Score Azure Model  Score Word Madel

Again on quaff nothing. |t explore stood usby raven anclent sat melancholy that of & | oerfowl name you word and, Maiden
balm i tinkled back this opened. Raven hear shaven and lamplight hesiiating me what sad there sfil sad whesled and no
</pa<p>Word into mefilled just into out gertly the nevermore nto morow of 18 maiden & i lampight truly my. And | perfumed
soon my above adome. Seal linking i beguiing that or shal chamber |ost and meant uttered chiamber raven youhers and he
the. Agresng cried the a & nothing heart startled bleak said devi d=aster the (o the sorowsomrow . | my upon tempter the |
scarce just entreating seat leave bed floor above beak shone of . Faintly lattice seraphim above before the dreams door
e, </p><p>Take guoth agan be yore. No broken rapping songs before. Still some what came syllable. Wide token L
vainly. Token sent felt the statled be said my the never tempest stood i | Ominous there whispered & in bird bird fact o
lzzst seeing. The the lies

Ham Classfy

Figure 4.16:
Classify azure message result

From figure below, message are
trained in order to get the result for

scoring azure model. By using
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SpamDetectionData, the
overall message, correct and
wrong word, accuracy and
elapsed time  will be
calculated. Then, the trained
messages will be saved in
classified.csv file to split the
messageby their classification

result.
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'-_'I_...- = |

Clasafy Azure Message  Score Azure Model  Score Word Model

Chick. “begin” to._.
1) Select a labeled datasst file to score the tained model an
21 Select a location to save the results

L § <« dataset » cp-spam-master » data v O Search data b
Organize » MNew folder jzz -
[ This PC b MName g Date modified Type
_’ 30 Cﬂ]JEEt!. lla | classified 257420191241 PV Microsoft Excel C...
B Desktop |_ SpamDetectionData /220181124 M Text Decument
5] Documents ﬂ .LH.t 1142 .:LI’;' 11:24 AM  Microsoft L:...c-:ll_..
& Downioads =] train 11/2/2018 11:24 AM  Miicrosoft Excel C...
Figure
4.17: Save as
classified.csv

Classify Azume Message  Score Aqure Model | Scom Word Model

|
Messages: 2100
Comect: 2093

Incomect: 7
Accuracy: 3367
Time: 25177ma

[ Score Model

From figure below, message are

Figure trained in order to get the result for
4.18: Score azure

scoring word model. By using
model result

train.csv data, the overall message,
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correct and wrong word, accuracy

and elapsed time will be calculated.

j =

Classiy Anure Message  Score Azure Model  Score VWord Modal

Thin is a very basic word frequency cassiier.
Cick “begin” to..

1) Select 2 labeled dataset fie 1o train on
7) Select a lsbeled dataset fie 1o score the trained model on

i i ¢ dataset » cp-spam-master » data
Organize « New folder
* Name
@ OneDrive
| classified
B This PC ﬂ. classifie -
= SpamDetectionData
30 Ohyject
) s B test
B Desktop &5 train

2l Decyments

p

:;.Do

Dizte madifizd Type
28/4/20019 12241 PM Microsoft Excel C,
MR 1124 AM  Text Document
11/2201811:24 AM  Microsoft Excel C

11/22018 1124 AM  Microsoft Excel C...

Figure 4.19: Use train.csv data

M spam Ml

Clasaffy Azure Message Score Azure Model  Score Word Model

This is a very basic word frequency classifier

FMusages: 2100
Comect: 2085
Incomect: 15
Accuracy; 59.25%
Time: B27ms

Figure 4.20: Score word model
result
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4.3.3 RESULT chosen to filters the data. Joe

In this section, the result for
spam probability, time elapsed and
comparison of spam detection using
different malware detection s
presented. This section presented the
results based on experiments and
study of this project. The entire graph
above focused on the comparison of
detection using different malware
detection tools which is Joe Sandbox
cloud, hybrid analysis (Falcon
sandbox) and visual studio. Joe
Sandbox is used for hardware
virtualization to analyse and detect

malware.

For malware analysis, it intercepts

execution, extracts additional
information and returns/continues
execution. For this project, Joe
Sandbox view is used to view
detection status by constructing own
project query. This tool let user to use
any of 1500 identifiers and

comparison operators.

In this case, operators such as special

characters and repetitive text are

Sandbox will provide full analysis
report that contains ID, sample name,
MDS5 and etc. Hybrid analysis is used
to submit files for in-depth static and

dynamic analysis.

It includes web service, API, runtime
monitors, report generators and etc. It
can support and analyse any kind of
portable  execution files. For
instances, .exe, .pptx, .xls, .rtf and

etc.

A behaviour indicator is a script file
that registers itself for a specific data
type and abstract the input to specific
behaviour. It is classified as
malicious, suspicious or informative
and include information about the
data that made it trigger. All data
extracted is automatically processed
and integrated into reports. Visual
studio is used to write and manage
code, developing consoles and web
services that 1is supported by
Microsoft Windows. C# built-in
language plug-in is used to write and

modified existing spamML web

service code. The parameters used is
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word search classifier as to spam [9]. Each flag has its own
statedearlier. warning sign that indicates the

message as spam. So, to calculate this

probability, spam score will records
a. CLASSIFICATION AND

PROBABILITY the quantity of flags that triggers the

The probability of data. Hence, the graph below shows

classification is measured by the relationship that numbers of flags

counting the number of spam flags effect the probability of classification

According to Dr. Matt Peters, google type. The overall likelihood of spam

: increases as the number of flags
has examined a great number of

potentials factors that predicted that a INCreascs.

site might be penalized or banned due

Prediction of spam probability
100
80
60
40
20

Probability (%)

Flags

b. ELAPSED TIME AND
MESSAGE COUNT

Figure 4.21: Relationship between

number of flags and classification

type
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Elapsed time is time
different or amount of time
between the beginning and
the end of execution process.
In simplest terms, elapsed
time is the processing time of
a process or event. In this
project, both elapsed time

and message count are



ISSN (ONLINE): 2454-9762
ISSN (PRINT): 2454-9762
Available online at www.ijarmate.com

International Journal of Advanced Research in Management, Architecture, Technology and Engineering
(IJARMATE)
I ARM ATE Vol. 7, Issue 4, April 2021

taken into consideration in order to in the graph below, it shows the
score the accuracy. This is to ensure comparison of elapsed time using
the efficiency of model by decreasing same messages between four
the processing time even when the different tools.

messages counts are large. As shown

Prediction Elapsed Time and Messages Count

65000 — AUTE ML
»n 22000 Studio
&, 45000
E 35000 s \/jsual Studio
b
= 25000
15000 ; - » Hybrid
>000 Analysis
500150Q508500
. JoeSandbox
Fimes(ms) Cloud
is calculated in order to get the most
Figure 4.22: The relationship accurate percentage of accuracy. This
between message count and elapsed is because, the messages are the
time :
important element to test spam
detection. Figure below shows that
c. Accuracy and  Message all the tools used verified that
Count

accuracy of detection affected by the

Based on research, the
messages count.

message count or frequency of words
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Prediction Accuracy and Message Count

100 r 4 w— AzUre ML
R 90 Fv///— Studio
=
- Visual Studio
S 70 f
o
60
< Hybrid
50 Analysis
500 1500 2500
JoeSandbox
Messages Cloud
Figure 4.23: into consideration. Sometime, shorter

Relationship between accuracy and
message count

time does not mean more accurate.
The time affects the accuracy by
processing as much as possible data.
d. Accuracy and Elapsed Time

The relationship between

elapsed time and accuracy also take

Prediction Accuracy and Time Elapsed

3

e A 7Ure ML

X 90 / Studio
o
m EG L= S i i
= e /pfﬂ Visual Studio
2
o O PSS S s Hybrid
P S A Analysis
7 F &P P
. loeSandbox
rime(ms) Cloud

Figure 4.24: Relationship
between accuracy and elapsed time
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44 SUMMARY
This chapter discuss about the 5.2 EXPECTED RESULT

implementation and testing of the )
p & As state before, supervised MLL

spam detection by using machine .
P Y 5 is able to separate messages and

learning research that has been . .
classified the correct categories

ied out. So, all of th dule i ..
catned out. >0, all o1 the moduic In efficiently. It also able to score the

this application are tested to generate ,
PP 8 model and weight them successfully.

final output to make sure that the ) o ,
For instances, Gmail’s interface is

del i tl ted. This is th
TROCCL 1S cotIbetly create 1SS He using the algorithm based on ML

crucial art of the roject . .
P proy program to keep their users’ inbox

1 .
development free of spam messages.
5.3 LIMITATION AND
CONSTRAINT
CHAPTER 5 Based on the result of this
project, only text (messages) can be
CONCLUSION

classified and score instead of
domain name and email address. This
project only focus on filtering,

This chapter will explain about analysing and classifying message
and do not blocking them.

5.1 INTRODUCTION

the overall conclusion of this project

contribution and suggestion to be

improved based on the expected SUGGESTION AND
result that has been tested using IMPROVEMENT

designated tools and platform. In
Some suggestion that can be
addition, this project has fulfilled
applied to this project is to widen its
their objective that is state in Chapter
use to not just classifying only text
1 and overcome the problem
message format. So, an improvement
statement.
can be made to leverage the use of
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this project so that it can filter,
analyse, classify and score model not
limited to just text message but
including any other format such as
domain name. In other to get the most
accurate result of classification, these

improvements should be made.

54 CONTRIBUTION
From this project, it can be

conclude that Microsoft Azure
Machine Learning Studio is a cloud
collaborative  tool = which has

capabilities to predict analytics
solutions on particular data. This
research has been leveraged the
Azure  Machine learning by
modifying Vowpal Wabbit algorithm
in order to detect spam. The
classification model and score
weights based on words using will be

determined the spam.

5.5 CONCLUSION

.Classification technique is
affected by the quality of data source.
Irrelevant and redundant features of
data not only increase the elapse
time, but also may reduce the

accuracy of detection. Each

algorithm has its own advantages and
disadvantages as stated in Chapter 2.
As state before, supervised ML is
able to separate messages and
classified the correct categories
efficiently. It also able to score the
model and weight them successfully.
For instances, Gmail’s interface is
using the algorithm based on
machine learning program to keep
their users’ inbox free of spam
messages. During the
implementation, only text (messages)
can be classified and score instead of
domain name and email address. This
project only focus on filtering,
analysing and classifying message
and do not blocking them. Hence, the
proposed methodology may be

adopted to overcome the flaws of the

existing spam detection.
5.6 SUMMARY

From this project, it can be concluded
that machine learning algorithm is
one of the important part in order to
create spam detection application. To
make it more efficient, improvement

need to be implemented in future.
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