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Abstract: 

Routers are devices that forward network traffic along optimized paths. The software in a router, otherwise 

known as Cisco IOS® Software, provides the capability to do this. Cisco IOS® Software, the Cisco proprietary 

networking software, provides a common IP fabric, functionality, and Command-Line Interface (CLI) across all 

router platforms. In this module, you will become familiar with how Cisco IOS Software works, and learn the 

commands to configure and troubleshoot different functions on a router. Identify Cisco IOS Software images, 

memory, and the platform on which the image runs. Evaluate router status using fundamental troubleshooting 

commands. Configure a comm server. Use the Cisco Discovery Protocol (formerly known as CDP) to gather basic 

information about the topology of a network. 
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Introduction: 

In Carrier Ethernet Edge network which provides 

some special features to provide good strength in 

network compatibility, high speed range of network, 

very good troubleshooting range, reduce in network 

traffic, loss of data is very low, constant speed is 

recognised for each system.    

Carrier Ethernet is a use of Ethernet innovation that 

permits network suppliers to offer Ethernet 

administrations to their clients and to utilize Ethernet 

technology.[1] It empowers Internet access and 

correspondence among neighborhood (LANs) of 

business, scholastic, private and government 

organizations.[2] 

The services and standards of carrier Ethernet have 

been defined by the Metro Ethernet Forum (MEF). 

MEF has also developed certification programs and it 

promotes the global adoption of carrier Ethernet.[3-4] 

To detect network traffic by using the cisco IOS 

software 

• Identify Cisco IOS Software images, 

memory, and the platform on which the 

image runs. 

• Evaluate router status using fundamental 

troubleshooting commands. 

• Navigate between the user levels 

and command modes on a Cisco Router. 

• Use the CLI context-sensitive help system. 

• Use the navigation hot keys. 

• Configure basic router settings to assist in 

troubleshooting. 

• Understand configuration registers and how 

to use them. 

• Troubleshoot the router capabilities for 

logging, timestamps, debugs, and flash 

images. 

• Identify memory requirements. 

• Configure a comm server. 

• Save and reload router configurations. 

• Recover a lost password. 
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• Update the software image on a router. 

• Boot system images. 

• Use the Cisco Discovery Protocol (formerly 

known as CDP) to gather basic information 

about the topology of a network. 

Carrier ethernet provides 90% of the systems to work 

with same efficient speed and data transfer parallelly. 

The speed of data will be 100GB per second  

The insertion of new node to the existing ring do not 

affect the existing network, the new node will work 

accordingly with existing ring 

                                          

 

Standardized Services − Carrier Ethernet gives 

standardized, pervasive services which are Ethernet 

Virtual Private Line, Ethernet Virtual Private LAN, 

and Ethernet Virtual Private Tree.  

Reliability − It is obligatory that carrier Ethernet can 

distinguish blames and recuperate from them without 

affecting clients. Reliability is accomplished through 

Service Operation, Administration and Maintenance 

(SOAM).  

Scalability − The services should be adaptable in 

nature. Adaptable transfer speed going from 1 Mbps 

to 1 Gbps is given by iConverter NIDs.  

Service Management − The organization suppliers 

ought to have the option to screen, analyze and deal 

with their organizations. The service management 

executions should be norms based and merchant free. 

Quality of Service − Carrier Ethernet needs to give 

Quality of Service (QoS) in the services gives. The 

exhibition is kept up by Service Level Agreements 

(SLAs) with respect to voice, video, and information.  

Services Provided via Carrier Ethernet  

 

To make a market, carrier Ethernet has ordered some 

standardized services, which are as per the following 

–  

Ethernet Virtual Private Line or E-Line (EVPL) − 

This gives highlight point association between two 

carrier Ethernet clients. It gives high 

straightforwardness, low inactivity, and diminished 

edge misfortune proportion.  

Ethernet Virtual Private LAN or E-LAN (EVP LAN) 

− This gives a multipoint association among a bunch 

of client endpoints, subsequently shaping a connected 

Ethernet network among different clients. Service 

multiplexing empowers any – to – any interchanges 

between the clients. It brings down outline 

postponement and edge misfortune proportion.  

Ethernet Virtual Private Tree or E-Tree − This is an 

Ethernet VLAN setup that gives multipoint 

association among a bunch of client endpoints or hub, 

which are organized as a tree. This permits any – to – 

any correspondences with the limitation that hubs in 

the leaves can't correspondence straightforwardly 

with each other. 

Existing System: 
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In previous ethernet based routing and networking 

technologies provides network speed up to 10GB per 

second. the data loss is very more and the data traffic 

is also very high. 

Data troubleshooting will take much time to detect 

the location where the troubleshooting problem 

occur. 

Data traffic and troubleshooting problem cannot be 

controlled or cured parallelly  

The previous data service and network providing 

services where provides network through wired and 

wireless, but in Router based configuration it is only 

possible in wired networking services 

First step is to form a ring topology structure to 

determine and provide a path to the network. 

Carrier Ethernet versus Ethernet 

The primary attributes of Carrier Ethernet that 

differentiates it from Ethernet are − A carrier 

Ethernet network provides service to many 

organizations, while an Ethernet LAN renders service 

to only one organization. 

A carrier Ethernet network covers a wide area and so 

spans outside a single building. On the other hand, an 

Ethernet serving a LAN is typically located within a 

building. 

For interfacing with a carrier Ethernet, the whole 

association interfaces with a specific carrier Ethernet 

port; while, in Ethernet LAN every client interfaces 

with a committed Ethernet port. 

Proposed System: 

Carrier Ethernet is a use of Ethernet innovation that 

permits network suppliers to offer Ethernet 

administrations to their clients and to utilize Ethernet 

innovation. It empowers Internet access and 

correspondence among neighborhood (LANs) of 

business, scholarly, private and government 

associations. The administrations and norms of 

carrier Ethernet have been characterized by the Metro 

Ethernet Forum (MEF). MEF has likewise evolved 

affirmation projects and it advances the worldwide 

reception of carrier Ethernet.This methodology 

provides 90% of the systems to work with same 

efficient speed and data transfer parallely. 

The speed of data will be 100GB per second  

The insertion of new node to the existing ring do not 

affect the existing network, the new node will work 

accordingly with the existing ring 

Uses cisco IOS software to troubleshoot the data 

traffic and network compatibility 

Cisco IOS is a monolithic operating system running 

directly on the hardware while IOS XE is a 

combination of a linux kernel and a (monolithic) 

application (IOSd) that runs on top of this kernel. ... 

While IOS XE (IOSd) and IOS share a lot of the 

same code, IOS XR is a completely different code 

base. 

IOS is what we call “monolithic”.  This means the 

OS and every one of its cycles run in a similar 

location space on a similar equipment. The OS and 

all running cycles share a similar memory and CPU. 

There are some downsides to using a monolithic 

kernel. Since resources are shared, one process could 

make the entire system unresponsive. 

For example, the “logging” process could require so 

many memory and CPU cycles that BGP is unable to 

perform some of its tasks. It’s also possible that when 

a single process crashes, it takes down the entire 

system. This is unacceptable nowadays in 

networking. 

Upgrading the IOS image is also an issue. You 

always have to replace the entire file and reboot the 

system (unless you use redundant supervisors). It’s 

also not possible to replace only certain features. 
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IOS XE: 

                                      

 

IOS XE is different…instead of using IOS as the 

operating system, we now use a Linux operating 

system where IOS runs as a separate process 

(daemon) on Linux. All system functions now run as 

separate processes which has a lot of advantages. 

We can now use multiprocessing, this means that the 

workload of processes can be shared across multiple 

CPUs. When a single process crashes, it no longer 

takes down the entire OS. 

The IOS XE software is no longer one “big” file that 

has everything…it has individual sub-packages. It’s 

possible to upgrade an individual sub-package instead 

of upgrading everything. 

Cisco IOS XE consists of different sub packages that 

provide a specific function: 

RPBase: provides the operating system software for 

the route processor. 

RPControl: controls the control plane processes that 

interface between the IOS process and the rest of the 

platform. 

RPAccess: used for access to the router through 

protocols like SSH / SSL. 

RPIOS: provides the Cisco IOS kernel 

ESPBase: provides the ESP operating system and 

control processes, and the ESP software. The ESP 

(Embedded Services Processor) is responsible for the 

data plane and all flows through the data plane. It is 

also responsible for features/tasks like QoS, ACLs, 

VPNs, Netflow, NAT, etc. 

SIPBase: this controls the SIP operating system and 

control processes. A SIP (Shared Port Adapter 

Interface Processor) is a carrier card that you insert in 

a router slot. The SIP can hold one or more SPAs and 

it provides the connection between the route 

processor and SPA. 

SIPSPA: provides the SPA driver and Field 

Programmable Device (FPD). The SPA (Shared Port 

Adapter) is inserted in the subslot of a SIP and 

provides the interface between the network and SIP. 

The complete image that has all sub-packages is 

called a consolidated package. This is the most 

simple solution since it’s a single image file. It’s also 

possible to run individual sub-packages, the 

advantage of this is that the router will only run the 

software that you require on your router so you will 

save some memory and your router will boot faster. 

 

IOS XE looks and feels the exact same as IOS. The 

CLI is pretty much the same so if you worked with 

IOS then you will feel right at home with IOS XE. 

Implementation: 

Network Maintenance Network maintenance 

fundamentally implies you need to take the necessary 

steps to keep a network going and it incorporates 

various assignments: Troubleshooting network 

issues. Equipment and programming 

establishment/arrangement. Observing and improving 

network execution. Anticipating future network 

development.  
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Making network documentation and staying up with 

the latest. Guaranteeing consistence with organization 

approaches. Guaranteeing consistence with lawful 

guidelines. Getting the network against all sort of 

dangers. Obviously this rundown could be 

extraordinary for each network you work on and 

maybe you are just answerable for some of these 

errands. Every one of these errands can be acted in 

the accompanying manner: Structured undertakings. 

Intrude driven undertakings. Organized methods you 

have a pre-characterized plan for network 

maintenance that will ensure that issues are settled 

before they happen. As a network engineer this will 

additionally make your life a ton simpler. Intrude 

driven methods you simply trust that trouble will 

happen and afterward fix it as quick as you can. 

Interfere driven is more similar to the "fire fighter" 

approach...you trust that trouble will occur and 

afterward you attempt to fix the issue as quick as 

possible. An organized methodology where you have 

a network maintenance technique and plan 

diminishes vacation and it's more financially savvy. 

Of Course you can never totally dispose of intrude 

driven undertakings on the grounds that here and 

there things "simply turn out badly" yet with a decent 

arrangement we can diminish the quantity of intrude 

driven errands without a doubt. You don't need to 

think about a total network maintenance model 

yourself; there are various notable network 

maintenance models that we use. It's ideal to utilize 

one of the models that is most appropriate for your 

association also, changes if necessary. Picking which 

network maintenance model, you will utilize relies 

upon your network and the business. You can 

likewise utilize them as a layout to make your own 

network maintenance model. To give you a thought 

what is the issue here and what it resembles, here's a 

model for FCAPS: Fault the executives:  we will 

arrange our network gadgets (switches, switches, 

firewalls, workers, and so on) to catch logging 

messages and send  

 

them to an outside worker. At whatever point an 

interface goes down or the CPU goes above 80% we 

need to get an email  so we can perceive what is 

happening. Arrangement the board: Any progressions 

made to the network must be logged. We will utilize 

a change the board so important faculty will be 

informed of arranged network changes. Changes to 

network gadgets must be accounted for and 

recognized before they are carried out. Bookkeeping 

the executives: We will charge (visitor) clients for 

use of the remote network so they'll pay for each 

100MB of information or something. It's additionally 

ordinarily used to charge individuals for significant 

distance VoIP calls. Execution the board: Network 

execution will be checked on all LAN and WAN 

connections so we know when things turn out badly. 

QoS (Quality of Service) will be designed on the 

fitting interfaces. Security the board: We will make a 

security strategy and carry out it by utilizing 

firewalls, VPNs, interruption counteraction 

frameworks and use AAA (Authorization, 

Authentication and Accounting) workers to approve 

client accreditations. Network penetrates must be 

logged and fitting reaction must be made. You can 

see FCAPS isn't simply a "hypothetical" strategy yet 

it really portrays "what", "how" and "when" we will 

get things done. Whatever network maintenance 

model you choose to use, there are consistently 

various routine maintenance undertakings that ought 

to have recorded methods, here two or three models: 

How to Troubleshoot Networks: 

There are different reasons why things go wrong on 

our networks, humans make errors in their 

configurations, hardware can fail, software updates 

may include bugs and changing traffic patterns might 

cause congestion on our networks. To troubleshoot 

these errors there are different approaches and some 

are more effective than others. 

Troubleshooting consists of 3 steps: 
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It all starts when someone or something reports a 

problem. Often this will be a user that calls the 

helpdesk because something is not working as 

expected but it’s also possible that you find issues 

because of network monitoring (you do monitor your 

network right?). The next step is to diagnose the 

problem and it’s important to find the root of the 

problem. Once you have found out the problem you 

will implement a (temporary) solution. 

Diagnosing the problem is one of the most important 

steps to do because we need to find the root cause of 

the problem, here’s what we do to diagnose the 

problem: 

Collect information: Most of the time a problem 

report doesn’t give us enough information. Users are 

very good at reporting “network is down” or “my 

computer doesn’t work” but this doesn’t tell us 

anything. We need to collect information by asking 

our users detailed questions or we use network tools 

to gather information. 

Analyze information: Once we have gathered all 

information we will analyze it so see what is wrong. 

We can compare our information to previously 

collected information or other devices with similar 

configurations. 

Eliminate possible causes: We need to think about the 

possible causes and eliminate the potential causes for 

the problem. This requires thorough knowledge of the 

network and all the protocols that are involved. 

Hypothesize: After eliminating possible causes you 

will end up with a couple of possible causes that 

could be the problem. We will select the most likely 

cause for the problem. 

Verify hypothesis: We will test our hypothesis to see 

if we are right or wrong. If we are right we have a 

victory…if we are wrong we test our other possible 

causes. 

If you don’t use a structured approach for 

troubleshooting you might just “follow your gut 

feeling” and get confused because you forget what 

you already tried or not. It’s also easier if you work 

together with other network engineers because you 

can share the steps you already went through. 

Here are the steps in a nice flowchart: 

We call this the structured troubleshooting approach. 

However if you have a lot of experience with the 

network you are working on and as you become 

better at troubleshooting this approach might be too 

time-consuming. 

Instead of walking through all the different steps in 

the structured troubleshooting approach we can also 

jump from the “collect information” step directly to 

the “hypothesize” step and skip the “analyze 

information” and “eliminate possible causes” steps  If 

you are inexperienced with troubleshooting it’s best 

to use the structured troubleshooting approach. As 

you become better at troubleshooting you might want 

to skip some of the steps…we call this the shoot from 

the hip approach: 

Here’s the shoot from the hip model. The steps that 

we skip are in blue. If your instincts are wrong you 

won’t lose your life but you will lose valuable time. 

If you are right however you’ll save a lot of time (or 

become the new sheriff in town). 

Eliminating possible causes is an important step in 

the troubleshooting process and there are a couple of 

approaches how you can do this, here they are: 

Top-down. 

Bottom-up. 

Divide and conquer. 

Follow the traffic path. 

Spot the difference. 
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Replace components. 

Let’s walk through the different approaches one-by-

one! 

Top-down means we start at the top of the OSI model 

(application layer) and work our way further down to 

the bottom. The idea is that we will check the 

application to see if it’s working and assume that if a 

certain layer is working that all the layers below are 

also working. If you send a ping from one computer 

to another 

                       

 

 

                   

 

 

                 

 

 

Conclusion: 

In this we conclude that Network provided through 

Router configuration by using Carrier Ethernet 

Will provide high speed connectivity stable speed 

maintenance, data troubleshooting, 

By this methodology we can connect a wide area 

networks with stable connections and high Speed 

range up to 100GB per second.   
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