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Abstract— Outlier detection is the process of 

finding outlying pattern from a given dataset. 

Outlier detection became important subject in 

different knowledge domains. Data size is 

getting doubled every years there is a need to 

detect outliers in large datasets as early as 

possible. In high-dimensional data outlier 

detection presents various challenges because of 

curse of dimensionality.  An outlier is a pattern 

which is dissimilar with respect to the rest of the 

patterns in the dataset. Proposed Method for 

outlier detection uses hybrid approach. Purpose 

of approach is first to apply clustering algorithm 

that is kmeans which partition the dataset into 

number of clusters and then find outliers from 

the each resulting clusters using distance based 

method. The principle of outliers finding depend 

on the threshold. Threshold is set by user. The 

main objective of the second stage is a finding 

out the objects, which are far away from their 

cluster centroids. In proposed approach, two 

techniques are combining to efficiently find the 

outlier from the data set. The experimental 

results using real dataset demonstrate that 

proposed method takes less computational cost 

and performs better than the distance based 

method. Proposed algorithm efficiently prunes 

of the safe cells (inliers) and save huge number 

of extra calculations. 

Keywords— Outlier, Cluster-based, Distance-

based. high-dimensional data, distance 

concentration 

I. INTRODUCTION 

Data mining is a process of extracting hidden and 

useful information from the data and the 

knowledge discovered by data mining is previously 

unknown, potentially useful, and valid and of high 

quality. Finding outliers is an important task in data 

mining. Outlier detection as a branch of data 

mining has many important applications and 

deserves more attention from data mining 

community. In recent years, conventional database 

querying methods are inadequate to extract useful 

information, and hence researches nowadays are 

focused to develop new techniques to meet the 

raised requirements. It is to be noted that the 

increase in dimensionality of data gives rise to a 

number of new computational challenges not only 

due to the increase in number of data objects but 

also due to the increase in number of attributes. 

Outlier detection is an important research problem 

that aims to find objects that are considerably 

dissimilar, exceptional and inconsistent in the 

database. Medical application is a high dimensional 

domain hence determining outliers is found to be 

very tedious due to the Curse of dimensionality. 

There are various origins of outliers. With the 

growth of the medical dataset day by day, the 

process of determining outliers becomes more 

complex and tedious. Efficient detection of outliers 

reduces the risk of making poor decisions based on 

erroneous data, and aids in identifying, preventing, 

and repairing the effects of malicious or faulty 

behavior. Additionally, many data mining and 

machine learning algorithms and techniques for 

statistical analysis may not work well in the 

presence of outliers. Outliers may introduce skew 

or complexity into models of the data, making it 
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difficult, if not impossible, to fit an accurate model 

to the data in a computationally feasible manner. 

For example, statistical measures of the data may 

be skewed because of erroneous values, or the 

noise of the outliers may obscure the truly valuable 

information residing in the data set. Accurate and 

efficient removal of outliers may greatly enhance 

the performance of statistical and data mining 

algorithms and techniques [6]. Detecting and 

eliminating such outliers as a pre-processing step 

for other techniques is known as data cleaning. As 

can be seen, different domains have different 

reasons for discovering outliers: They may be noise 

that we want to remove. Detecting outliers has 

important applications in data cleaning as well as in 

the mining of abnormal points for fraud detection, 

stock market analysis, intrusion detection, 

marketing, network sensors. Finding anomalous 

points among the data points is the basic idea to 

find out an outlier. Distance based techniques use 

the distance function for relating each pair of 

objects of the data set. Distance based definition 

(these definitions are computationally efficient) [7, 

10] represent a useful tool for data analysis [8]. 

II. OBJECTIVES OF STUDY 

Basic aims to reduce the number of pair wise 

distance calculations, to let user free to provide 

sensitive parameters .We are first testing with 

distance based approach; this approach applies to 

all data, then testing with hybrid approach. In that 

we are first partition the data in to number of 

clusters and then we apply distance based 

approach. The principle of outlier’s detection 

depends on the threshold. This approach takes less 

computational time than distance based method. 

 

III. RELATED WORK 

Outlier detection (deviation detection, exception 

mining, novelty detection, etc.) is an important 

problem that has attracted wide interest and 

numerous solutions. These solutions can be broadly 

classified into several major ideas: 

Model-Based [2]: An explicit model of the domain 

is built (i.e., a model of the heart, or of an oil 

refinery), and objects that do not fit the model are 

flagged. 

Disadvantage: Model-based methods require the 

building of a model, which is often an expensive 

and difficult enterprise requiring the input of a 

domain expert 

Connectedness [11]: In domains where objects are 

linked (social networks, biological networks), 

objects with few links are considered potential 

anomalies. 

Disadvantage: Connectedness approaches are only 

defined for datasets with linkage information 

Density-Based [3]: Objects in low-density regions 

of space are flagged. 

Disadvantage: Density based models require the 

careful settings of several parameters. 

It requires quadratic time complexity. 

It may rule out outliers close to some non-outliers 

patterns that has low density. 

Distance-Based [1]: Given any distance measure, 

objects that have distances to their nearest 

neighbors that exceed a specific threshold are 

considered potential anomalies. In contrast to the 

above, distance-based methods are much more 

flexible and robust. They are defined for any data 

type for which we have a distance measure and do 
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not require a detailed understanding of the 

application domain. 

Cluster based approach [4]: The clustering based 

techniques involve a clustering step which 

partitions the data into groups which contain 

similar objects. The assumed behavior of outliers is 

that they either do not belong to any cluster, or 

belong to very small clusters, or are forced to 

belong to a cluster where they are very different 

from other members. Clustering based outlier 

detection techniques have been enveloped which 

make use of the fact that outliers do not belong to 

any cluster since they are very few and different 

from the normal instances. 

K-Nearest Neighbor Based Approach [12]: K-

nearest neighbor based schemes analyses each 

object with respect to its local neighborhood. The 

basic idea behind such schemes is that an outlier 

will have a neighborhood where it will stand out, 

while a normal object will have a neighborhood 

where all its neighbors will be exactly like it. The 

obvious strength of these techniques is that they 

can work in an unsupervised mode, i.e. they do not 

assume availability of class labels. 

In this work, we are introducing clustering 

method that will reduce size of datasets, and groups 

the data having similar characteristic. Next we 

apply distance based to detect the outliers as per 

given threshold. Within a cluster get outliers, that 

are far from their cluster centroid. 

IV. PROPOSED WORK 

1) System architecture  

Outlier (anomaly) detection refers to the task of 

identifying patterns that do not conform to 

established regular behavior [1]. Despite the lack of 

a rigid mathematical definition of outliers, their 

detection is a widely applied practice [2]. The 

interest in outliers is strong since they may 

constitute critical and actionable information in 

various domains, such as intrusion and fraud 

detection, and medical diagnosis. The task of 

detecting outliers can be categorized as supervised, 

semi-supervised, and unsupervised, depending on 

the existence of labels for outliers and/or regular 

instances. Among these categories, unsupervised 

methods are more widely applied [1], because the 

other categories require accurate and representative 

labels that are often prohibitively expensive to 

obtain. Unsupervised methods include distance-

based methods [3], [4], [5] that mainly rely on a 

measure of distance or similarity in order to detect 

outliers. A commonly accepted opinion is that, due 

to the “curse of dimensionality,” distance becomes 

meaningless [6], since distance measures 

concentrate, i.e., pairwise distances become 

indiscernible as dimensionality increases [7], [8]. 

The effect of distance concentration on 

unsupervised outlier detection was implied to be 

that every point in high-dimensional space becomes 

an almost equally good outlier [9]. This somewhat 

simplified view was recently challenged [10]. 

Our motivation is based on the following factors: 

1) It is crucial to understand how the increase of 

dimensionality impacts outlier detection. As 

explained in [10] the actual challenges posed by the 

“curse of dimensionality” differ from the 

commonly accepted view that every point becomes 

an almost equally good outlier in high-dimensional 

space [9]. We will present further evidence which 

challenges this view, motivating the 

(re)examination of methods.  
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2) Reverse nearest-neighbor counts have been 

proposed in the past as a method for expressing 

outlierness of data points [11], [12],1 but no insight 

apart from basic intuition was offered as to why 

these counts should represent meaningful outlier 

scores. Recent observations that reverse-neighbor 

counts are affected by increased dimensionality of 

data warrant their reexamination for the outlier-

detection task. In this light, we will revisit the 

ODIN method [11]. Christo Ananth et al. [14] 

proposed a system in which FASTRA downloads 

and data transfers can be carried over a high speed 

internet network. On enhancement of the algorithm, 

the new algorithm holds the key for many new 

frontiers to be explored in case of congestion 

control. The congestion control algorithm is 

currently running on Linux platform. The Windows 

platform is the widely used one. By proper 

Simulation applications, in Windows we can 

implement the same congestion control algorithm 

for Windows platform also. The Torrents 

application which we are currently using can 

achieve speeds similar to or better than ―Rapid 

share (premium user) application. 

An input of collection of large data set will be 

provided to the proposed system, as data is 

collected from standard data set repositories, data 

preprocessing will be applied before passing data to 

the next phase of the system. Further, this 

preprocessed input is being passed through to the 

partition module, where these datasets are been 

partitioned among many nodes from that one of the 

node is supervisor node and generate partition 

statistics and this statistical data is been visualized. 

After this, in outlier detection module,distributed 

algorithms is proposed on the preprocessed input 

data set for identifying outliers. These results will 

be evaluated for proposed algorithmic distributed 

approaches in the performance evaluation. 

 

 

 

 

 

Figure 1: System Architecture 

2) Proposed Algorithm  

Generating cluster: K-means clustering is a 

partitioning method .Initially, cluster the entire 

dataset into k cluster using K-mean clustering and 

calculate centroid of each cluster. 

Kmean Clustering: Given k, the k-means algorithm 

is implemented in four steps: 

a) Select k observations from data matrix X at 

random  

b) Calculate distance with each instances (with 

respect to randomly selected instances)  

c) Assign each instance to the cluster with the 

nearest seed  

d) Go back to Step b, stop when no instance to 

move group 

Calculate Threshold % for each cluster  

-- finding min max values from each clusters  

-- finding maximum distance from centroid  

-- take threshold from user  

-- find threshold % value for each cluster  

Calculate distance of each point of cluster from 

centroid of the cluster. If the distance is greater 
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than threshold then it will declare as ―outlier. 

3) Modules Description 

Data collection and data preprocessing : 

In data collection the initial input data for this 

system will be collected from standard dataset 

portal i.e. UCI data set repository. As proposed in 

system, the standard dataset will be used for this 

system includes Cover type, IPS datasets. Collected 

datasets may be available in their original, 

uncompressed form therefore; it is required to 

preprocess such data before forwarding for future 

steps. To preprocess large dataset contents, 

techniques available is data mining such as data 

integration, data transformation, data cleaning, etc. 

will be used and cleaned, required data will be 

generated. 

Data partitioning: 

In this module, as stated earlier in system execution 

plan, the preprocessed data is divided into number 

of clients from central supervisor node i.e. server as 

per the data request made by desired number of 

clients. This partitioned data will be then processed 

by individual clients to identify outliers based on 

applied algorithm strategy. 

Outlier detection: 

Cluster Based Approach: Clustering is a popular 

technique used to group similar data points or 

objects in groups or clusters. Clustering is an 

important tool for outlier analysis. Cluster based 

approach is here act as data reduction. First, 

clustering technique is used to groups the data 

having similar characteristics. And calculate the 

centroids for each group. 

Distance Based Approach: Distance based 

technique is used to calculate maximum distance 

value for each cluster. If this maximum distance is 

greater than some threshold then it will declare as 

―outlierǁ otherwise as a real object or inliers. 

Threshold is given by user. 

Outlier Detection: Outlier detection is an extremely 

important task in a wide variety of application 

domains. Outlier detection is a task that finds 

objects that are dissimilar or inconsistent with 

respect to the remaining data or which are far away 

from their cluster centroids. 

Performance Evaluation and Result Visualization : 

In this module, the outlier detected by above 

approach will be evaluated on the basis of set 

evaluation parameters for their performance 

evaluation. The performance evaluation will also 

provide details about implemented system 

performance metrics, constraints and directions for 

future scope. With the help of proper visualization 

of results, the system execution will be made more 

understandable and explorative for its evaluators. 

V. CONCLUSION 

This papers aims to detect outliers is the task that 

finds objects that are dissimilar or inconsistent with 

respect to remaining data. We proposed an efficient 

outlier detection method. We first groups the data 

(having similar characteristics) in to number of 

clusters. Due to reduction in size of dataset, the 

computation time reduced considerably. Then we 

take threshold value from user and calculate 

outliers according to given threshold value for each 

cluster. We get outliers within a cluster. Hybrid 

approach takes less computation time. Approach is 

only deals with numerical data, so future work 

requires modifications that can make applicable for 

textual mining also. The approach needs to be 

implemented on more complex datasets. Future 
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work requires approach applicable for varying 

datasets. 
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