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Abstract—Based on the theory of minimum polynomials, this 

paper discusses the application of the minimum polynomials of 

matrices in dimensionality, diagonalization of square matrices, 

invertibility of matrix polynomials, differential equations and 

matrix equations. 
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I. INTRODUCTION 

In solving some algebraic problems, such as the solution of 

matrix equations, the inverse of matrix function, and the 

solution of differential equations, especially in solving the 

initial value problem of linear differential equations with 

constant coefficients, the minimum polynomials of matrices 

can simplify the operation and calculate the standard matrix 

quickly. At the same time, the minimum polynomial is also an 

important part of the polynomial theory. It has important 

applications in judging whether the matrix can be 

diagonalized, and whether the matrix is similar and the 

structure of linear transformation. In addition to the 

application of matrix theory, minimum polynomials are also 

widely used in linear control systems and other fields [1-6]. 

This paper mainly discusses the applications of matrix 

polynomials in dimensionality, diagonalization, reversibility, 

differential equations and matrix equations. 

II. APPLICATIONS OF THE MINIMUM POLYNOMIAL OF MATRIX 

The minimum polynomials of matrices have very important 

applications. Next, we will introduce the applications of the 

minimum polynomials of matrices in real life from the aspects 

of dimension of linear space, simplified calculation, 

singularity discrimination and similarity diagonalization 

judgment. 

A. Finding dimension with minimum polynomials 

The dimension of linear space composed of all the real 

coefficient matrix polynomials corresponding to matrix A  

can be easily solved by using the minimum polynomial of the 

matrix, and the minimum polynomials play an important role 

in it. In this way, the problem of solving the dimension of 

linear space is transformed into the problem of solving the 

degree of the minimum polynomials of matrices 

Lemma 1 Let all the real coefficient matrix polynomials 

corresponding to A  form a linear space W, then the 

dimension of W is equal to the degree of the minimum 

polynomials of A  (see [3] and the references therein). 

Example 1. Let  
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31 i+−
=ω .  

All real coefficient polynomials of matrix A form the linear 

space W over the complex field. Find the dimension of W. 

Solution:  The characteristic polynomial of matrix is  

( ) AEf −= λλ .  

( )( )( ).1 2ωλωλλ −−−=  

It is easy to get  

2

312 i−−
=ω , 13 =ω .  

Through calculation, it is easy to see that the minimum 

polynomial of A  is  

( ) ( )( )( )21 ωλωλλλ −−−=m .  

So, we obtain 

 ( ) ( )( ).dim λmW ∂=  

B. Simple calculation of polynomials of matrix 

Next, we simplify the calculation of the minimum 

polynomial of matrix A , and use the minimum polynomial to 

find the matrix polynomial f of matrix ( )Af . 

Example 2. The matrix  
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Find the minimum and matrix polynomials of 

matrix A . 

Solution. It is easy to find that the characteristic polynomial 

of A  is  

( )3
2−=− λλ AE .  

Therefore, a factor of ( )3
2−λ  is the minimum polynomial 

of A . By calculation, we can easily get  

,02 ≠− EA   

( ) 02
2

=− EA .  

So the minimum polynomial of matrix A  is  

( ) ( )2
2−= λλm . 

According to Lemma 1, the dimension of linear space W is 2. 

So there is a polynomial  

( ) λλ 10 aap += ,  

such that  
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So we get  
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Since  

( ) 1212 =f ， ( ) 3302' =f ,  

so we have 
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C. The singularity of discriminant matrix polynomial f(A) 

  The minimum polynomial of matrix A  plays an indelible 

role in judging the singularity of matrix polynomials. It can 

distinguish the singularity by the rank of matrix A . 

   Lemma 2 [2]  Let A  be a matrix with order n , ( )λf  is a 

polynomial, and the degree of ( )λf  is greater than zero, and 

the minimum polynomial of the matrix is ( )λm . Then 

(1) If ( )λf  is divided by ( )λm , then ( )Af  is 

degenerate. 

(2) If the greatest common factor of ( )λf  and ( )λm  is 

( )λd , then ( )( ) ( )( )AdrankAfrank = . 

(3) The necessary and sufficient condition for polynomial 

( )Af  to be nondegenerate is  ( ) ( ) .1),( =λλ mf
 

Example 3. Let  
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( ) .2322 234 −−+−= λλλλλg
 

Find the minimum polynomial of matrix A  and the rank of 

( )Ag , judge the singularity of ( )Af  and ( )Ag , and prove 

it. 

   Solution: According to the conclusion of the previous 

example, the minimum polynomial of A  is  

( ) ( )2
2−= λλm .  

According to the theory of matrix polynomial,  

( ) ( ) ( )( ) 1,1 == λλλ mfd   

is the greatest common factor of ( )λf  and ( )λm . 

   The greatest common divisor of ( )λg  and ( )λm
 
is

  

( ) ( ) ( )( ) ,2,2 −== λλλλ fgd   

which can be obtained by rolling phase division. From 

Lemma 2, ( )λg  is a singular matrix, and  

( )( ) ( )( )AdrankAgrank 2= .  

So  we have 

( ) EAAd 22 −=
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and  

( )( ) ( )( ) 12 == AdrankAgrank . 

D. Judge whether the square matrix can be diagonalized  

    Generally, the eigenvalues of a matrix are used to judge 

whether a matrix can be diagonalized. Next, we use the least 
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polynomial of the matrix to judge whether the 

matrix can be diagonalized. This method can not only get the 

results quickly and effectively, but also further deepen the 

understanding and mastery of knowledge. 

   Example 4. Judge whether matrix A  can be diagonalized 

in the following three cases: 

(1) ;2 EA =  

(2)  ;2 AA =  

(3) .1,0 >= mAm
 

Solution. (1) If EA =2
, then 

 ( ) ( )( )1112 −+=−= xxxxf   

is the zeroing polynomial of A and has no multiple roots. 

From the properties of minimum polynomials, A  can be 

diagonalized. （2） If AA =2
, then 

( ) ( )12 −=−= xxxxxf .  

From the properties of minimum polynomials, A  can be 

diagonalized. 

(3) If ,1,0 >= mAm
 then ( ) m

xxf = is a zeroing 

polynomial. But it has multiple roots, so A  can't be 

diagonalized. 

E. Solving differential equations 

   In linear algebra, the problem of solving linear equations 

is often involved. Using the theoretical knowledge of matrix 

minimum polynomials, differential equations can be solved 

effectively and simply 

   Example 5. Solve the following differential equations 
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   Solution. The minimum polynomial of A  is  

( ) ( )( )42 −−= λλλAm . 

Let  
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So, we have 
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From the theory of the definite solution of the differential 

equations, we can get the solution of the equations is  

( ) .),,0(0 44 TttAt eeXeX ==  

III. CONCLUSION 

In this paper, we generalize the application of the minimum 

polynomials by using the related theory of the minimum 

polynomials, including: reducing the degree of polynomials 

and finding matrix polynomials by using the method of 

division with remainder; getting dimension and a set of bases 

of linear space more succinctly according to some theorems of 

the minimum polynomials; solving matrix equation; judging 

whether the matrix can be right or not by judging whether the 

minimum polynomials of the matrix have multiple roots The 

application of minimum polynomials in the above aspects is 

illustrated. The application of matrix minimum polynomials 

can also be extended to other fields, so the application of 

matrix minimum polynomials is worth further study. 
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