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Kaashoek & Hari Balakrishnan[5] solved A fundamental 

problem that confronts peer-to-peer applications is to 

efficiently locates the node that stores a particular data item. 

Chord, a distributed lookup protocol that addresses this 

problem. Chord provides support for just one operation: given 

a key, it maps the key onto a node. Data location can be easily 

implemented on top of Chord by associating a key with each 

data item, and storing the key/data item pair at the node to 

which the key maps. Chord adapts efficiently as nodes join 

and leave the system, and can answer queries even if the 

system is continuously changing. Results from theoretical 

analysis, simulations, and experiments show that Chord is 

scalable, with communication cost and the state maintained by 

each node scaling logarithmically with the number of Chord 

nodes. 

Many distributed peer-to-peer applications need to 

determine the node that stores a data item. The Chord protocol 

solves this challenging problem in decentralized manner. It 

offers a powerful primitive: given a key, it determines the 

node responsible for storing the key’s value, and does so 

efficiently. In the steady state, in an N-node network, each 

node maintains routing information for only about O (log N) 

other nodes, and resolves all lookups via O (log N) messages 

to other nodes. Updates to the routing information for nodes 

leaving and joining require O (log
2
 N) only messages. 

Attractive features of Chord include its simplicity, 

provable correctness, and provable performance even in the 

face of concurrent node arrivals and departures. It continues to 

function correctly, albeit at degraded performance, when a 

node’s information is only partially correct. The theoretical 

analysis, simulations, and experimental results confirm that 

Chord scales well with the number of nodes, recovers from 

large numbers of simultaneous node failures and joins, and 

answers most lookups correctly even during recovery. 

It is believed that Chord will be a valuable 

component for peer to-peer, large-scale distributed 

applications such as cooperative file sharing, time-shared 

available storage systems and distributed indices for document 

and service discovery, and large-scale distributed computing 

platforms. 

 

3. System Architecture 
 

Fig1: Storing the data in PCloud 

 

 
Fig2 : Retrieving the data from PCloud 

 

4. Proposed System 
In order to avoid all the problems in the existing 

system, a private cloud i.e. pcloud which will reduce the query 

response time when compare with traditional client/server is 

introduced. In the proposed system we use computational 

Private Information Retrieval (cPIR) protocols allow a client 

to retrieve one bit from a database, without the server 

interfering any information about the queried bit. 

In this system the server does not know the original 

client rather every process is done by the intermediate (third 

party). When everything is accessed through the third party, 

the server would infer that the intermediate is a original client 

so the actual client will have more security and privacy. When 

the client request the data, the server will give the exact 

response for that query and not the whole database and so the 

response time is get reduced. 

In this proposed system Chinese Remainder Theorem 

is used to produce a random number for the particular file. 

This CRT is used to rename the original file name. It will 

provide security to the client files. In order to store the data in 

the different peers the striping technique is used. The stripping 

technique is useful when a processing device request access to 

data more quickly than a single storage device can provide. 

For each and every data, it randomly selects one peer and 

stores the data in that peer. 

The advantages of proposed system: (1)It will hide 

the user location using PIR protocol (2)It will reduce the query 

response time (3)It reduces the cost by retrieving the exact 

information not a database (4)It provides security to the user 

data in the cloud. 

+ 

5. Experimental Outputs 
The outputs taken in various stages during the 

implementation are presented below. 



 
Fig3 : Posting the property from client login 

 
Fig4 : Post property stored in the file name 4240.xml 

 
Fig7 : Property details fetched 

 
Fig8 : 4240.xml file transformed into 7638.xml 

 

6. Conclusion 
 

 
Private information retrieval (PIR) is an 

 

 

 

 

 
Fig5 : Value for the file will be generated by Chinese 

Remainder Theorem and stored in server 
 

Fig6 : Searching the property using original file name 

important field with several practical applications. The 

proposed pCloud solution embeds a state-of-the-art PIR 

protocol in a distributed environment, by utilizing a novel 

striping technique. 
pCloud can retrieve arbitrarily large blocks of 

information with a single query. A comprehensive solution 

that includes a data placement policy, result retrieval and 

authentication mechanisms are presented. This system enables 

collaboration and communication among users in the cloud 

environment. Specifically, compared to the traditional 

client/server architecture, pCloud drops the query response 

time by orders of magnitude, and its performance improves 

linearly with the number of peers. 
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