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Abstract - Sharing of information on the internet plays 

a key role in today’s computing world. The network is 

being affected with a major issue, namely Intrusion. 

Intrusion prepares the whole network to face the 

serious problem. It is very much essential to provide a 

safeguard mechanism for the network and resources. 

Intrusion Detection System (IDS) is the application 

gives monitoring and reporting to the existence of the 

Intrusion. Though, there is an availability of the best 

detection system with good performance, still the system 

could not able to identify all the variety of attacks due 

to the arrival of a new type of attack. Machine learning 

is the best approach will be used to identify all types of 

attack. This paper presents the various existing machine 

learning approaches and their performance analysis 

and also suggests the best method to adopt for detection 

and classification. 
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1. INTRODUCTION 

Security is the term deals with providing 

safer mechanisms to overcome the vulnerable 

activities. One of the mechanisms provides security 

through detection, identification and tracking the 

factors compromise the security. Intrusion is the 

vulnerable activity that violates the property of the 

security parameters. Intrusion Detection is the 

process of monitoring and identifying the malicious 

activities. The system which is developed to monitor 

and report to the administrator is the Intrusion 

Detection System. The best system is able to 

monitor the progress in the network by using the 

techniques. The systems have the strong reporting 

authority about the existence of the attack.  

Kendall et al. [1] has given the four classes of 

attacks is given in the table 1.1. 

 

 

 

 

 

 

 

\Attack type Description 

Denial of Service 

(DoS) 

A denial-of-service 

(DoS) or distributed 

denial-of-service (DDoS) 

attack is an attack makes 

the resources of the 

computer is too busy. 

Examples of such attacks 

include Smurf, Teardrop, 

Back, Ping of death, 

Neptune, Land etc. 

 

User to Root The attackers make an 

attempt to the system as 

real users. 

  Most  common  attack  

in  this  class  of  attack  

is  buffer  overflow 

attack. Other attacks 

include Loadmodule, 

Perl, Ps,Xterm etc.  

Remote to User Attackers gain the 

access rights through 

sending packets to the 

remote machine. 

Examples of remote to 

user attack are 

Dictionary, Ftp_write, 

Guest, Imap, Phf etc. 

Probing The attackers’ scan the 

computers connected in 

the network or identify 

the weakness and they 

proceed to do attack on 

services or data.  

Examples of probing 

attack are Ipsweep, 

Mscan, Nmap, Saint, 

Satan etc. 
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II.METHODS OF IDENTIFYING THE ATTACK 

  

The attack is categorized as known and unknown. In 

case of known attack, the profile of the patterns is 

known already, but the unknown attack is the new 

arrival pattern. Identifying the unknown attack is the 

tedious process. Intrusion Detection System is built 

to detect known or unknown attack is classified as 

Misuse based detection and Anomaly based 

detection. 

A. Misuse Based Detection 

Signature-based detection, also known as misuse 

detection detects the attack based on the match 

with predefined attack signature [1] due to the 

pattern matching stream. In this type the existing 

attack feature is well known, thus the system is 

simple and efficient and also provides high 

accuracy for the known attacks. The false positive 

alarm rate is less. The signature database must be 

revised always, so the system is costly and time 

consuming. This system needs the help 

of experts to do update in the log or database of 

signatures. 

B. Anomaly Based Detection 

Anomaly Based Detection is also called 

as Behaviour Based Detection which models the 

behaviour of the network, users, and computer 

systems and raises an alarm whenever there is a 

deviation from this normal behaviour [2]. This 

performs the detection based on constructing 

profiles representing normal usage and then 

comparing it with the current behaviour of data to 

find out a likely mismatching the threshold 

calculation. The Anomaly Based Detection method 

identifies the attack based on the identification of 

the deviation measured using the threshold 

calculation. These approaches have the ability of 

identifying known and unknown attacks, and there 

is no need for a continuous update of the attack 

knowledge base. The main drawback of this method 

is the system raises a large number of false alarms; 

new pattern arrives from the network traffic and 

poor detection efficiency. 

III.BASED ON THE MODE OF DEPLOYMENT 

 The designed IDS can be installed in the 

host system or network based detection. They are 

explained in the section below. 

A. Network Based IDS 

 The designed IDS can be installed in the 

host system or network based detection. They are 

explained in the section below. Network based IDS 

(NIDS) can work with real-time traffic feature and 

can observe the complete network. 

NIDS performs the checking with a wide variety of 

features collected from the different architectural 

patterns. Few existing techniques are Clustering, 

Bayes Classifier, Genetic algorithm, ANN, 

Association rules, Fuzzy systems, etc. Minnesota 

Intrusion Detection System (MINDS) [3] use data 

mining techniques for detection of attack. It 

consists of two modules namely; anomaly detection 

module and association pattern analysis. The 

anomaly detection module uses Local Outlier Factor 

(LOF) to identify anomalies and get a score to each 

data point based on the factor. The user verifies 

whether the data point is a real intrusion or 

normal behaviour. Association pattern analysis is 

used to review the anomalous. 

B. Host Based IDS 

 Host based intrusion detection systems 

[4] runs the separate machine which is not 

connected with other devices or systems. It collects 

and checks the incoming and outgoing data or 

message from the device and give response to the 

administrator on detection of suspicious activity. 

Host-based IDS is designed to collect or analyze the 

information on a particular host or system. The virus 

detector system can monitor the activities in the 

system; its strength of detecting intrusion is less. 

However, HIDS checks and collects system data, 

including System calls; events regard to the network 

and file system and do verification about the 

deviation in the data. This system has got 

the capability to detect the malicious activities based 

on the audit trail and system log HIDS makes the 

detection of unauthorized usage of resources. When 

the similar pattern of the existing attack is matched, 

activity with that workstation can be stopped, thus 

blocking the attack. The major drawback of these 

systems is  

(1)  They cannot see the network traffic.  

(2)  HIDS rely heavily on audit trails which can 

weaken a lot of resources and make wastage 

of the memory space server. 

(3)  Lack of cross-platform interoperability. 

IV.MACHINE LEARNING APPROACH 

Machine learning provides extensive study on the 

design and establishment of algorithm makes 

the computer to do the task automatically. This 

method provides high accuracy and good 

efficiency. The machine learning has the broad 

categories as supervised, unsupervised and 

semi supervised learning approach. 

A. Supervised Learning 
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The categories of machine learning methodology are 

supervised and unsupervised learning [5]. 

Supervised learning approach contains a set of 

correctly classified instances that makes the trainer 

to supervise the algorithm. This approach has the 

hope of classification of new or previously 

unknown instances. Supervised learning implies to 

obtain a training data set in which every entry is 

labelled. For example, each entry in the KDD’99 

Data set is originally labelled with the type 

of attacks, it belongs to or normal when the 

example corresponds to a harmless packet. The 

output of the classifier belongs to one of the classes 

defined by the labels of the Dataset. The 

percentage of accuracy is high. Some of the 

traditional supervised learning methods are Naïve 

Bayes (NB), Bayes Network, Learning Vector 

Quantization, SVM, Random Forest , k- Nearest 

Neighbour (KNN), C4.5, and RBF Network 

1. Naïve Bayes Classifier 

 Naïve Bayes classifier [6] makes the assumption of 

strict independence among the features leading to 

less accuracy when the features are correlated. On 

the basis of the class label, the Naive Bayes 

mechanism assumes that the attributes are 

conditionally independent and thus tries to estimate 

the class-conditional probability. Naive Bayes 

requires only one scan of the training data and thus 

it eases the task of classification a lot. The 

detection rates of the classes are very high. 

2. Bayesian Network 

 A Bayesian network is a model that encodes 

probabilistic relationships among important 

variables. This technique is generally used for 

intrusion detection in combination with statistical 

schemes, a procedure that yields several 

advantages [7], including the capability of 

encoding interdependence between variables and of 

predicting events, as well as the ability to 

incorporate both prior knowledge and data. , the 

size of the network increases, as there is an 

increase in the future. The system feels harder to 

handle continuous features and may not contain 

any good classifiers if prior knowledge is wrong. 

3. Artificial Neural Network 

Artificial Neural Network (ANN) is a 

processing unit for information which was inspired 

by the functionality of human brains [8]. Typically 

neural networks are organized in layers which are 

made up of a number of interconnected nodes 

which contain function activation. The input layer 

accepts the patterns as input, and then passes to the 

hidden layer where the actual processing occurs. 

The hidden layers, then link to an output layer for 

producing the detection result as output. Multilayer 

perception (MLP) act as a non-linear discriminate 

function can form any classification decision 

boundary in feature space. The algorithm, 

namely back propagation rule is a gradient descent 

method and based on an error function provides the 

rule. The error function has been defining using 

Mean Squared Error (MSE). The output of the 

system depends on this error value. 

4.Neural Networks   

The neural network has been used for both 

anomaly and misuse intrusion detection [9]. In 

anomaly intrusion detection the neural networks 

were modelled to recognize statistically significant 

variations from the user’s recognized behaviour also 

identify the typical characteristics of system users. 

In misuse intrusion detection the neural network 

would collect data from the network stream 

and analyze the data for instances of misuse [10]. 

This approach is good to identify the unknown 

attacks and has the ability to learn complex 

nonlinear input output relationships [11]. 

5. Bayesian Classifier 

A Bayesian Classifier [12] provides high accuracy 

and speed for handling large database. In network 

model Bayesian classifier encodes the probabilistic 

relationship between the variable of interest. In 

intrusion detection this classifier is combined with 

statistical schemes to produce higher encoding 

interdependencies between the variables and 

predicting events. The graphical model of casual 

relationships performs learning technique. The 

components of this technique are a directed acyclic 

graph and a set of conditional probability tables. 

Direct Acyclic Graph (DAG) represents a random 

variable, which may be discrete or continuous. For 

each variable classifier maintains one conditional 

probability table (CPT) and higher computational 

effort. 

6. Random Forest (RF)  

 RF is the excellent algorithm proposed 

by Bremen [13]. A bootstrap sample of the data is 

used to build the tree. The branch of the tree can be 

constructed using the random data subset of the 

variables. The classification is maintained based on 

the voting, the tree gets the majority vote is 

encountered as the new instance. RF has the ability 

to compute the importance of the variable and 

proximities. The proximities are used in replacing 

missing values and outliers. There is no removal 
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of variables and the number of sample variable is 

less than the number of predictors. 

7. Learning Vector Quantization 

 A Supervised Learning Vector 

Quantization (LVQ) [14] consists of two layers with 

two different transfer functions, competitive and 

linear. Competitive (hidden) and output layers 

contain a specific number of neurons which are the 

sub attack types and the main attack types 

respectively. This method does not suffer from a 

black box data, but are spontaneous. The 

characteristics of the attributes are determined by 

prototype. Hence, the method can be tested with the 

other type of data. The LVQ method is done using 

Hebbian Learning (HB).This method is most likely 

to be applicable for real time pattern. 

8. Decision Trees (DT) 

 Decision Trees [15] select the best features 

from each decision node on the construction of a 

tree with some criteria such as gain ratio 

and information gain. This system is simple and 

easier implementation. Decision trees can be 

expanded in 2 types: (i) Classification tree, with a 

range of symbolic class labels and (ii) Regression 

tree, with a range of numerically valued class labels. 

The algorithm performs learning and modelling 

based on the training data .The main advantage is the 

algorithm can work well with huge amount of data 

.This approach performs the classification, with high 

speed and the detection rate is high.  The model 

needs more memory space and is not suitable for all 

types of attribute. Based on the experimental result 

the DR 

 is 92.28 %.  

9. Support Vector Machines (SVM) 

 SVM [16] can deal large dimensionality 

of data and do multi-class classification. By the 

method of nonlinear mapping real valued input feature 

vectors are mapped on to higher dimensional feature 

space. The accuracy of machine learning and data 

mining approaches depends on the amount of audit 

patterns available during training. It uses a hypothesis 

space of linear functions and maps input feature 

vectors into a higher dimensional space all the way 

through some nonlinear mapping [17].SVM constructs 

a hyper plane or set of hyper planes only the good 

separation is achieved by the hyper plane. The hyper 

plane searching process in SVM is achieved by the 

leading margin [16] [18]. The related margin gives the 

major separation between classes. 

  SVM has the advantage of high training rate and 

decision rate irrespective of the  dimension of the 

input data, continuous correction of various 

parameters to increase in training data which endows 

the system with self-learning ability. Based on the 

analysis, this is one of the best 

classification approaches. There are three ways to 

apply SVM for intrusion detection. 

i. SVM can be applied directly to locate the 

pattern of normal activities of a computer 

system. The incremental approach for 

monitoring network traffic is developed by 

proposed a rough set enhanced SVM model 

based on both sequences based and feature-

based Data sets. 

ii. ii. SVM is applied to find out the 

important features. The paper proposes the 

ranking of feature for an identification of 

attack. 

SVM also have the ability to update the training 

patterns dynamically whenever there is a new 

pattern during classification. 

 

10. Pattern Matching  

 Pattern Matching technique provides 

the assumption of independence among events, 

works with predefined set of patterns (known as 

signatures) to detect attacks. The system is efficient 

to detect the known intrusions and makes an alert, if 

exists an exact match of an attack, signature is 

determined by the result of less false alarm. The 

system cannot find the unseen attacks for which, 

signatures available are nil [19].  SNORT system 

[20] is constructed based on this technique. 

11. Markov Models 

 Markov Chain [21] and Hidden Markov 

Model [22] can deal only with sequential 

representation of audit patterns. These models are 

useful in modelling sequences of system calls of a 

privileged process. The model cannot cope with a 

long range of dependencies between the 

observations [23]. The complexity of the system 

increases with modelling the ordering property of 

events, but it has good accuracy. 

12.Genetic Programming 

  Genetic Programming (GP) [24] is 

an extension of Genetic Algorithm to detect the 

intrusion. In GA, fixed length of vectors is used to 

represent a solution, whereas GP encodes each 

chromosome using parse tree. The GP and GNP 

have the flexibility to represent the complex 

individuals. The Genetic Network Programming 

(GNP) based fuzzy class-association rule mining 

with sub-attribute utilization has been proposed by 
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Jiu et al. [25] for network intrusion detection. They 

used a graph based evolutionary optimization 

technique for GNP, which leads to enhance the 

representation ability with compact programs 

derived from the reusability of the nodes in the 

graph. It has the potential ability to derive the best 

classification rules and selecting optimal 

parameters. Genetic algorithm cannot assure 

constant optimal response time and also this 

mechanism leads to Over-fitting. 

13.Fuzzy Logic 

 
For reasons, purpose, dual logic's truth values 

can be either absolute false (0) or absolutely true (1), 

but in Fuzzy logic these kinds of restrictions are 

being relaxed [26]. That means in Fuzzy logic the 

range of the degree of truth, of a statement can hold 

the value between 0 and 1 along with '0' and '1'. 

Reasoning is Approximate rather than precise. 

Effective, especially against port scans and probes. 

The main drawback of the systems is high resource 

consumption Involved. The dynamic rule update at 

runtime is a difficult task with effective and very 

potential technique. Human decision making and 

reasoning is used in many engineering applications, 

but mainly in anomaly IDS which effective in port 

scans and probes involving high resource 

consumption. 

B. Unsupervised Learning 

 An unsupervised learning algorithm is 

provided with the set of unknown features there 

exist [27]. The labelling mechanism is not essential 

factor in the Unsupervised Learning algorithm. This 

algorithm is robust to big variations than supervised 

approach. This has the ability to generalize the new 

types of attacks. The major drawback of this 

approach is the manual choice of the number of 

clusters. The important techniques are Cluster 

analysis (K-means clustering, Fuzzy clustering), 

Hierarchical clustering, Self-organizing map, 

Apriori algorithm, Eclat algorithm and Outlier 

detection (Local outlier factor). 

1. Clustering 

 Clustering [28] is the fast classification 

method is able to apply on both Misuse detection 

and Anomaly detection. The similar members or 

attributes are grouped as a cluster and easy to make 

a label. Clustering is the most efficient approach for 

labelling and classifies the large amount of input 

data. 

 K-means clustering [29] is one of the 

simplest unsupervised clustering algorithms. The 

algorithm takes input parameter k and partition the 

‘n’ dataset into ‘k’ cluster so that the intra-cluster 

similarity is high and intercluster similarity is low. 

K is a positive integer number given in advance. K 

means clustering takes less time as compared to the 

hierarchical clustering and yields better results. 

2. Genetic Algorithms 

Chittur [30] implemented intrusion detection 

using genetic algorithm. This technique also 

includes a machine learning approach called Genetic 

Algorithm for the identification of harmful or 

unwanted attacks on the network. The genetic 

algorithm detects intrusion on the basis of protocol 

used in the connection, the services used in the 

network and status. The genetic algorithm approach 

generates a set of rules where each of the rules 

identifies an attack type. The classification of 

network connection intrusions is also detected using 

these rules. There are six rules generated to classify 

various six different types of attacks. It will 

efficiently identify 100% accuracy for the detection 

and classification of intrusions. 

Gonzalez and Dasgupta [31] applied a genetic 

algorithm, though they were examined host based 

IDS, not network based. They used the algorithm 

only for the Meta learning step instead of running 

algorithm directly on the feature set. It uses the 

statistical classifiers for labelled vectors. A 2-bit 

binary encoding methodology is used for identifying 

the abnormality of a particular feature, ranging from 

normal to abnormal. Hart and Stork [32] used a 

genetic algorithm with decision tree. The decision 

tree is used to represent the datawith the high 

detection rate and less false positive rate. The false 

positive occurrence was minimized by utilizing 

human input in a feedback loop.  

 

C. Semi-Supervised Learning Methods for 

Detection 

 The lack of proper labelled Datasets and 

the speed at which hackers invent new attacks could 

make unsupervised and semi-supervised learning 

good candidates for future development of IDS. In 

fact, the IDS should be trained with traffic found on 

the network where it will be deployed in order to 

take into account the particular configuration of the 

network .Tawfiqet al. [33] 

conducted experiments and suggested to use semi-

supervised method to solve the problem of test data 

being drawn from various sources. The four 

categories of semi-supervised learning methods are 

generative model, self-training, co-training and 
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graph-based learning methods. Data Mining uses 

two learning, supervised learning and unsupervised 

learning. 

1. Data Mining and Machine Learning  

 Data Mining (DM) and Machine 

learning, deals with analyzing the audit pattern 

properties [34]. Some existing approaches 

are classier, decision trees, Bayesian classifiers and 

cluster analysis. Clustering is the preferable 

technique used in the building of frameworks such 

as K-means and Fuzzy C means [35].This technique 

forms the clusters based on the calculation of 

distance between the counterpoint of the cluster and 

the feature nearer to the specific cluster. This 

method is simple and efficient and has good 

performance in detecting known attacks. The main 

drawback of the system is the input must be 

numeric, since the distance measure is done for 

classification. Moreover, the system assumes 

the future as independent, so it is difficult to get the 

relationship among various features of a record 

which leads to less accurate. Euclidean distance is 

the familiar distance measures. Data mining 

approaches [36] build the classifiers by identifying 

the relevant patterns of the program and user 

behaviour to perform the detection based on mining 

association rules [36] and frequent episodes [37]. 

The record patterns are learned to describe the 

user behaviour using association rules and frequent 

episodes. The accuracy of detection is less when the 

rule is not in the database to compare for clustering. 

2. StatisticalMethods 

 Statistical methods deal with the 

categorization based on the variables, and the test 

measure is done on those selected variables 

[38].There is any deviation of the calculated values 

with the normal values, then it is concluded regarding 

the existence of an attack. Modelling process is done 

and properties such as duration, frequency and user 

identity are exploited. Another important measure 

used in these systems is to identify the deviation with 

the help of the threshold value. The value of 

threshold fixing makes the task of classification 

crucial. The system cannot reliably detect the attack 

when the threshold value is high; otherwise the 

system raises large number of false alarms. To 

improve the performance of the system, the best 

features are selected like Intrusion Detection Expert 

System (IDES) [39]. 

Data sets  

The data set provided for the 1999 KDD Cup was 

originally prepared by MIT Lincoln labs for the 

1998 Defence Advanced Research Projects Agency 

(DARPA) Intrusion Detection, Evaluation Program, 

with the objective of evaluating research in intrusion 

detection, and it has become a benchmark data set 

for the evaluation of IDS. It contains approximately 

49, 00,000 data instances. Attacks fell into one of 

the following categories: DOS-Denial of Service 

(e.g. a mail bomb), R2LUnauthorized access from a 

remote machine (e.g. sendmail), U2R-Unauthorized 

access to super user or root functions (e.g. a buffer 

overflow attack), Probing surveillance and other 

probing for vulnerabilities (e.g. port scanning) [40]. 

V. PROPOSED APPROACH 

From the study, it is observed that the semi 

supervised learning approach provides the effective 

mechanism to do the classification. Support Vector 

Machine is the suitable algorithm for classification. 

In general, the classification time is high due to the 

task of training and testing. Training time can be 

reduced by pre-processing the input data set and 

selection of features. The proposed method uses 

the pre-processing method, such that the data is 

converted to work in a nonlinear transformation 

feature space and SVM can easily handle the data. 

The computation time for the detection of attack is 

reduced, because of the feature selection approach. 

Feature selection performs the removal of redundant 

and irrelevant features. 

VI.CONCLUSION 

The performance of the detection of the attack 

depends on the classification algorithm. The 

algorithm must handle large amount of data and 

works with the large number of rules. Always there 

is a focus to achieve a high percentage of accuracy 

and less percentage of false identification of 

attack. The machine learning algorithm has the 

ability to detect new type of attack and achieve high 

accuracy. 

 

Abbreviations 
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